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Abstract

In response to the evolving landscape of manufacturing, where mass customization takes
precedence over mass production, the necessity for efficient layout designs becomes promi-
nent. This thesis aspires to build upon existing methodologies for solving the Facility
Layout Problem (FLP) aiming to find better cost-effective solutions for an existing facil-
ity in a dynamic manufacturing setup, while also addressing collisions among transporters
in addition. Orders are generated randomly for a variety of product variants to mimic
the dynamic nature of manufacturing. The FLP is formulated as a pure integer problem,
with a focus not only on optimizing workstation placements but also on workstation selec-
tion within the facility. To remove collisions among Automated Guided Vehicles (AGVs)
in material handling systems, the thesis adopts unidirectional guidepaths. This guide-
path layout problem is formulated as a zero-one problem. Conventionally, the facility and
guidepath layout encodings are concatenated and the problems are integrated into one and
solved using NSGA-II. Additionally, the thesis explores a coevolutionary approach, using
two separate populations, each dedicated to solving one problem. This approach initially
assumed to be a superior alternative, surprisingly yielded only marginal improvements
over the conventional approach.
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1 Introduction

Over time, there has been a shift in the requirements of manufacturing systems from mass
production to mass customization. The survival and growth of manufacturers depend on
their ability to offer a great variety of high-quality products at an acceptable price in
a minimum time. This leads to increased product diversity and greater uncertainty in
product flow management within the manufacturing system [25]. Optimization will always
be necessary for increased productivity and profits.

Thesis Outline

To familiarize ourselves with the work of this thesis, in this chapter, we briefly introduce
some concepts like the Facility Layout Problem, Material Handling Systems, and why the
integration of these two is necessary. The outline of the latter part of the thesis is as
follows. In Chapter 2 we begin with an overview of the topics necessary to understand
this work better, extending this chapter. Chapter 3 discusses the relevant literature. A
comprehensive description of the methodology is proposed in Chapter 4. The experimental
setup used in evaluating the proposed methodology is described in Chapter 5. Results
are evaluated and discussed in Chapter 6. Finally, Chapter 7 will summarize the thesis

and give an outlook on possible future work.

Facility Layout Problem (FLP)

In general, the Facility Layout Problem refers to the proposition of finding an optimal
arrangement of machines within a manufacturing facility to yield higher profits while
designing the facility or optimizing an existing one. Profits could be increased by having
more sales or by reducing production costs. The focus of this research is not on sales
but on reducing production costs by solving the facility layout problem with appropriate
objectives to lower the transportation costs of the materials within the facility and increase
overall productivity. It is also important to know if the reduced costs are worth the
effort put into making the necessary changes to the layout. This could be achieved by
formulating and solving the facility layout problem manufacturing system with these
objectives:

o Minimize the cost of transporting raw material, parts, tools, work-in-process, and
finished goods between the departments

o Maximize productivity by facilitating the flow of traffic
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The rationale behind the necessity of the Dynamic Facility Layout Problem is that one
layout might not be optimal at all times with the evolving diversity of products and it
needs to be constantly reoptimized. This necessity stems from factors such as changing
product mix, fluctuating demand, and continuous technological advancements. A dynamic
approach allows seamless integration of new technologies and ensures optimal spatial uti-
lization. A dynamic facility layout is essential in the context of modern production, where
personalization predominates. The adaptability it offers not only facilitates the efficient
handling of diverse product configurations but also allows facilities to respond adeptly
to changes in market trends and environmental considerations, supporting sustainability
measures.

It is essential to note that while our problem falls under the umbrella of a dynamic Fa-
cility Layout Problem (FLP), in the context of this work, the term dynamic signifies the
ability of the layout to seamlessly handle varying orders arriving over time, scheduling
adjustments, and fluctuations in material flow between machines. Instead of continuously
modifying the facility layout, the focus is on developing a robust facility layout. A robust
layout remains static throughout but is resilient and flexible to effectively manage un-
foreseen changes in operational dynamics, such as fluctuating order volumes and shifting
material flows, without requiring constant adjustments.

Material Handling Systems (MHS)

Material Handling Systems encompass the infrastructure designed to handle materials
within the facility. Handling could involve tasks ranging from storage to transportation
of products or materials required to produce the products. The earliest form of MHS
used for the movement of materials in manufacturing, prior to the Industrial Revolution,
primarily was manual transportation which still exists today. Post-industrial revolution,
basic equipment like forklift transportation, which involves the use of powered industrial
machines equipped with forks to lift, carry, stack, and move materials, emerged to facil-
itate the movement of materials within larger industrial spaces. Some issues regarding
these traditional MHSs include the safety of manual labour, operation costs, inconsis-
tent performance, and information sharing [22]. Conveyor belts, with types like belts,
roller, chain, and screw conveyors tailored for specific applications, became instrumental
in enabling the flow of materials, reducing the reliance on manual labour for material
handling tasks [6]. Following World War II, there was a growing emphasis on automa-
tion and technological integration in manufacturing. Automated Guided Vehicles (AGVs)
were introduced for autonomous material transportation. Computer systems became
integral for inventory management, order processing, and control of material handling
equipment.

Tompkins and White estimate that between 20% and 50% of the total manufacturing,
and operating expenses can be attributed to material handling. Furthermore, these au-
thors claim that a cost reduction of at least 10% to 30% can be accomplished through
effective facilities planning [43]. In material handling systems, the use of Automated
Guided Vehicles (AGVs) has witnessed a steady rise for several decades [14] as they ef-
fectively reduce labour costs while enhancing the flexibility of material transfer between
the workstations.




The use of AGVs is not trivial and has the complexity of routing within the facility
without having conflicts like collisions among them. While collisions could be avoided by
many approaches of which one is the use of unidirectional guidepaths. Although the use
of real-time collision avoidance for AGVs offers more flexibility, unidirectional guidepaths
offer a simpler solution with easy maintenance and implementation, eliminating the need
for complex sensory AGVs. Guidepaths are the predefined routes or paths that guide
the movement of AGVs within a facility. These paths ensure effective and controlled
navigation of AGVs when transporting materials or products across workstations within
a manufacturing system.

Integration of FLP and MHS

Facilities design is the joint selection of an integrated material handling system and plant
layout. It is possible to realistically evaluate layouts using the material handling cost as
an objective [42]. Integrated decision-making for facility layout and material handling
equipment assignment problems has a positive influence and results in overall cost re-
duction when compared to the two-stage approach of solving the facility layout problem
first and then solving the material handling equipment assignment problem [11], as such
two-stage approaches could result in a loss of dependencies as the effectiveness of a layout
depends on how well the material handling systems operate, which in turn depends on
the layout of the facility.

The design of a new, or relayouting of an existing manufacturing facility could be consid-
ered a hierarchical decision-making problem, known as the Bi-level Optimization Problem
(BLP) where the FLP is solved on one level and the MHS is optimized on the other. Bi-
level Genetic Algorithms could be used to address such BLPs [27]. Legillon et al. [24]
proposed a coevolutionary algorithm, where different populations were employed for each
level, encouraging cooperation between them to generate solutions for the overall prob-
lem. Significant improvement was exhibited especially at lower levels when compared to
the conventional approach.

Contribution of this Thesis

In this thesis, we design an integrated approach to find an optimal layout for a dynamic
manufacturing system while designing and optimizing guidepath to prevent collisions
among AGVs. Most of the literature regarding Dynamic Manufacturing considers the
flow of materials within the system that changes periodically. In this thesis, extending
the work done by Seidelmann and Mostaghim [36], we consider the orders generated to
be completely random, to achieve the true dynamic nature of manufacturing. Within this
dynamic environment, collisions among AGVs are mitigated through the implementation
of guidepaths.

The facility layout problem is formulated as a pure Integer Problem and the guidepath
layout problem is formulated as a zero-one integer linear programming problem [12].
Kaspi and Tanchoco [19] and Raj [13] propose that the optimal approach to solving such a
problem may be by mathematical approach if only the flow intensity changes with time and
not the placement of workstations. But since in our case, the guidepath problem is being
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integrated with the facility layout problem, finding the optimal positioning of workstations
is also the problem that needs to be solved, the mathematical approach would not be the
most suited and we chose to solve it using simulation.

The main goal of this thesis is to find better relayouting solutions for an existing layout of
a dynamic manufacturing system while also designing and optimizing guidepath, for the
complete removal of collisions among material handling systems to improve the optimiza-
tion of the layout. Contrary to most of the literature, the number of transporters needed
is also found as a result of this. The following questions are also answered in achieving
the said goal.

o How to design guidepath layouts to remove collisions among Automated Guided
Vehicles (AGV)?

o How to optimally make randomly generated guidepath layout feasible with minimal
changes?

o How to seamlessly integrate the facility layout and guidepath layout problems into
one?

o Will coevolution be a better approach for simultaneously optimising facility and
guidepath layouts?




2 Prerequisites

A manufacturing system is a complex network of machines, workstations, and processes
designed for the production of goods. The effectiveness of a manufacturing system directly
influences productivity, cost efficiency, and overall operational success. Facility Layout
Problem (FLP), Scheduling, Material Handling Systems (MHS), and multi-objective op-
timization are some of the techniques that play crucial roles in enhancing the efficiency
and performance of a manufacturing system.

2.1 Facility Layout Problem (FLP)

Facility Layout Problem (FLP), the problem of finding or designing an efficient and ef-
fective layout for a facility, has been a subject of research for decades, if not centuries.
The idea that the relative location of something or a group of things will influence the
intended usage is not believed to be new. The problem concerns the placement of phys-
ical facilities like machines, workstations, and departments within a layout. Generally,
two objective functions, qualitative and quantitative, are optimized. The quantitative
objective in general could be to minimize material handling costs or to maximize pro-
ductivity, and the qualitative objective could be to maximize some measure of closeness
rating [34], which assesses how close a potential facility location is to other relevant in-
frastructure.

The inherent difficulty of FLPs arises from the multitude of possible layouts for a man-
ufacturing facility. For a small number of workstations or departments within a man-
ufacturing system, say N, there could exist a large number of possible combinations of
location patterns or layouts, the factorial of N (N!). In the earlier stages, the manual
selection of layouts was based on qualitative judgement using graphic aids. Typically
six to eight were selected from all possible arrangements and these selected layouts were
subject to further investigation. However, this conventional approach was tedious. The
combinatorial nature of the problem made it infeasible to find a solution by exhaustive
computerized enumerations because of the excessive time required. A feasible algorithm
to solve such combinatorial problems was lacking. A breakthrough occurred with the
proposal of heuristic algorithms exemplified by Gordon and Elwood’s [1] proposed ap-
proach to guide the simulation to make it proceed in the direction of the optimum value
of the objective function used, providing a feasible method for tackling the combinatorial
challenges posed by FLPs.
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Figure 2.1: A conceptual framework aimed at guiding the formulation of a facility layout
problem organizing the process into several key steps and considerations from
[31]

2.1.1 Static and Dynamic nature of FLP

Depending on the approach taken in planning a facility layout, FLP can be classified as
static or dynamic. In a Static Facility Layout Problem, planners assume that the flow
or flow intensity of products or material across workstations within a facility remains
constant throughout the time the layout is being planned for. On the other hand if the
flow or the flow intensity of materials changes within the planning horizon, the problem
is called Dynamic Facility Layout Problem [17].

The facility layout problem is often treated as a static one. However, the flow is unlikely
to remain unchanged for a long planning horizon. Dynamic Facility Layout Problem is
crucial not only for a long planning horizon and the need for dynamic treatment of the
layout problem is supported by Nicloe and Hollier [26], who in their study concluded that
"Radical layout changes occur frequently and that management should therefore take this
into account in their forward planning"'. It is assumed that designers generally face the
facility layout problem when they create a new manufacturing system or service, or when
they expand, consolidate, or modify existing systems. But based on a survey conducted
[26], nearly half of the companies surveyed had less than 2 years of average layout stability.
This means, that even established manufacturing companies need to change the layout
every 2 or 3 years for optimal usage.




2.2 Scheduling

2.2 Scheduling

Scheduling refers to the systematic assignment of tasks or jobs to the responsible facil-
ities and transporters. In every time step, the algorithm takes in all the relevant in-
formation regarding the current state of the system. It predicts necessary decisions on
which tasks should be performed and, where and when they should be performed, ie.,
the algorithm assigns the necessary entities for the smooth execution of these tasks and
also establishes a timeline for each task. Scheduling algorithm plays a crucial role in
optimal usage of resources thus enhancing the overall performance of a manufacturing
facility.
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Figure 2.2: Gantt chart of a scheduling problem where O;; denotes the j-th operation of
the i-th product, and Mk represents the k-th machine as illustrated in [52].

To solve the scheduling problem in dynamic manufacturing systems, Seidelmann et al.
[37] presented a novel simulation framework for evaluating general manufacturing system
designs. It was applied to a simplified smartphone manufacturing process with mini-
mal lot size and multiple variants of smartphones recognizing mass customization. A
global planner was designed to create tasks by considering all the available workstations
and transporters simultaneously. Specifically observer/controller architecture was used to
reconfigure task priorities.

2.3 Material Handling Systems (MHS)

Material Handling Systems refer to the vast number of equipment and systems responsible
for the storage, handling, control and movement of materials across different departments
within a facility during manufacturing. MHS can account for a significant amount in the
cost of manufacturing a product and thus the effective usage and avoidance of unexpected
failures in such systems could lower the maintenance cost which in turn will reduce the
manufacturing cost [39].
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2.3.1 GuidePath: Automated Guided Vehicles (AGV)

The AGV guide path layout problem was first defined by Gaskins and Tanchoco as a zero-
one integer linear programming problem. In this problem formulation, the guidepath is
established as a node-arc network, where nodes denote pick-up/delivery stations and aisle
intersections and arcs represent the guidepath which connected these nodes. Kaspi and
Tanchoco[19] introduced a more computationally efficient approach utilizing the branch
and bound technique to solve the guidepath problem effectively. However, The depart-
mental layout was not taken into consideration, rather, the solution was solely based on
a flow intensity chart.

The placement of departments is the primary concern in configuring the guide paths for
an AGV. The location of pickup and delivery points are represented as nodes and the
routes of AGVs can be modelled as graphs. The arcs connecting these nodes give the
guide path to be followed by the AGV. Duinkerken et al. [8] discussed different routing
procedures within a container terminal:

e Loop - routed in a loop
e Mesh - routed in taxicab/Manhattan way

o Cross-Over - routed along a straight line connecting origin and destination
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Figure 2.3: Different routing strategies of AGVs assuming that the locations of origin
and destination are fixed in a container terminal explained in 8]

A study of more than 50 flexible manufacturing systems in Japan found that unidirectional
loop layouts were preferred [18]. Although bidirectional systems offer more flexibility in
material transfer, it is widely recognized that they require more expensive, sophisticated
controls and larger investments.

2.4 Optimization

Optimization is to find the best or most effective outcome concerning some criteria or
arrangement. With the criteria or arrangement being represented as a mathematical
function generally referred to as objective, optimization is to find the value where this
said function has the maximal or minimal value, and this value is said to be the optimal
solution.




2.4 Optimization

2.4.1 Multi Objective Optimization (MOO)

Multi-Objective Optimization is the process of finding optimal solutions for a problem
with more than one objective, which generally are in conflict with each other and need
to be considered simultaneously. The problem to be optimized is formulated as a math-
ematical equation or a simulation to be solved by combining all the conflicting objec-
tives into one or, by using one of the optimization algorithms. It’s crucial to note that
MOO optimizes all objectives simultaneously aiming to obtain a Pareto optimal front
where solutions are diverse and no solution is better than another in all objectives rep-
resenting different trade-offs between objectives. In MOO, a population of solutions is
typically considered, rather than focusing on a single solution. One doesn’t need to
specify their preferences upfront, instead, they can later select from the found Pareto
front.

2.4.2 Weighted Sum

The weighted sum of objectives is a technique in which all the objectives to be optimized
are assigned a weight that reflects their relative importance, such that the sum of all these
weights is constrained to equal one. The weighted sum is then calculated by taking a linear
combination of the individual objectives, where each objective’s contribution is scaled by
its assigned weight. This method allows for the aggregation of multiple objectives into a
single combined objective function.

Mathematically, for a minimization problem with n objectives (f1, fa,..., fn) and corre-
sponding weights (wy, wa, ..., w,), where > ; w; = 1, the weighted sum objective func-
tion (F) is calculated as follows:

Adjusting the weights can lead to different solutions allowing the decision-maker to make
preferences regarding the trade-offs between different objectives. However, it’s impor-
tant to note that this approach typically returns only a single solution, rather than a
population of solutions. Additionally, one must specify their preferences before starting
the optimization process, as they need to assign weights to each objective based on their
importance.

2.4.3 Evolutionary Algorithms

Evolutionary Algorithms are a class of optimization algorithms that mimic natural evolu-
tion. An evolutionary algorithm is a population-based stochastic direct search algorithm.
In the optimisation context, each individual in the population represents a solution to
the optimization problem, referred to as a chromosome. The algorithm collocates a pop-
ulation of individuals which evolve through mutation, crossover and selection while being
evaluated by a suitable fitness measure to find out which of these individuals fits better
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into the environment being tested for. Evolutionary algorithms, with their population-
based search and non-dominated sorting, are well-suited for solving MOO problems to
find diverse and optimal solutions.
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Figure 2.4: A flowchart illustrating the general structure of an Evolutionary Algorithm
outlining the steps involved in the algorithm’s operation [40]

2.4.4 Genetic Algorithms

Genetic Algorithms are one of the many variants of evolutionary algorithms. They are
search-based heuristics inspired by natural selection and genetics. In each generation
all the solutions are evaluated based on a fitness function and the better solutions from
these are selected and subject to crossover and mutation to get new solutions which
are again evaluated and added back to the main population if better than the parent
solutions.

Selection

As the name suggests, selection is the process of selecting solutions from the population for
mating. Some of the different types of selection operators are:

o Tournament Selection: Individuals are randomly chosen from the population and
the one with the best fitness is selected as a parent for crossover.

10
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o Roulette Wheel Selection: A probability is assigned to each individual of the
population based on their fitness value and selection is performed by spinning the
roulette wheel.

« State Selection: Used for population control, whenever a new individual is created,
it competes with an existing individual and the better among them is selected to
stay.

Crossover

Crossover is the process of combining two chromosomes(parents) to create two offspring
(children). Parts of two-parent solutions are swapped to form two children solutions. This
process also referred to as mating or recombination, exploits the knowledge gained from
previous generations by combining the features of two good solutions. There are different
types of crossover based on the number of points for crossover.

I, -
Parents

1 1 I

: crossover pOiI’lt : crossover points :

1 1 1
: B |

Children . . .
[ D

(a) Single Point Crossover (b) Two Point Crossover

Figure 2.5: Classificatios of crossover operators categorized by the number of crossover
points. The first image depicts a single crossover point and the second
category has two crossover points.

Mutation

Mutation introduces random changes to individuals in an optimization algorithm, en-
abling the exploration of new regions within the search space and preventing the al-
gorithm from becoming trapped in local optima. Various types of mutation strategies
exist, including but not limited to random, normal, and polynomial mutations. Muta-
tion operators can be custom designed to address unique characteristics that suit the
specific requirements of a problem, offering flexibility and adaptability in optimizing so-
lutions.

11
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Figure 2.6: To introduce new genetic material, certain individuals undergo mutation,
where a gene is randomly altered!.

2.4.5 Coevolutionary Algorithms

Coevolutionary algorithms are based on the concept of natural complementary evolution
of closely allied species [10] [54]. While traditional evolutionary algorithms consist of
a single population addressing a particular optimization problem, coevolutionary algo-
rithms are composed of different populations which evolve simultaneously by interacting
with each other. Coevolutionary algorithms are commonly used in optimization prob-
lems instead of multi-level algorithms, where the performance at one level depends on
the behaviour or decisions of the other levels [24]. The dynamic nature of these algo-
rithms helps capture complex relations and interdependencies among different popula-
tions.

Thttps: //www.codingame.com /playgrounds/334/genetic-algorithms /tools
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3 Related Work

In this section we present an analysis of the existing work related to the Facility Layout
Problem, Material Handling Systems, the integration of FLP and MHS, and Scheduling
highlighting significant contributions close to the current work, to trace the development

of ideas and approaches in this field, emphasizing the unique improvements we bring to
the field.

3.1 Facility Layout Problem

The research on facility layout problem (FLP) started in the 1950s. In an early attempt
to solve this, Koopmans and Beckmann [21] interpreted the problem as the assignment of
manufacturing plants to locations with the objective of minimizing the inter-plant trans-
portation cost. Facility Layout Problem when addressed separately as a single problem
could be solved using any of the optimization problems. Bunker et al. [9] used a Coevo-
lutionary approach to solve hierarchical problems related to facility layout optimization
of a very large facility. To address the large problem sizes, the departments were divided
into clusters and these clusters evolved independently in separate areas, and the posi-
tion and size of these areas also evolved independently yet simultaneously using genetic
algorithms.

3.1.1 Dynamic Facility Layout Problem

Multi-period facility layout problem, generally also referred to as Dynamic Facility layout
problem, involves optimizing the arrangement of workstations within a facility over multi-
ple time periods as the flow intensity across workstations within the facility changes after
the fixed time period. Turanoglu and Akkaya [44] used a new hybrid heuristic algorithm,
called simulated annealing based on bacterial foraging optimization (BFO) to solve the
multi-period facility layout problem in which an optimal layout is adopted for each time
period.

To address the dynamic nature of the facility problem, Peng et al. [28] introduced a
robust approach to create multiple layouts, each flexible across a different demand sce-
nario. A mathematical model and an adaptive genetic algorithm were used to solve
the problem while considering demand uncertainty and material flow variation between
facilities. Pérez-Gosende [30] addressed the dynamic facility layout problem by present-
ing a multi-objective mixed-integer non-linear programming (MOMINLP) model called
bottom-up mDFLP. Unlike the traditional top-down approach that initially determines
the block layout (BL) and subsequently the detailed layout (DL) of each work cell, this
strategy adopts a bottom-up strategy. New innovative elements such as Total Closeness

13
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Rating (TCR) and Area Utilization Ratio (AUR) were introduced to enhance optimal
space utilization.

The majority of existing literature on FLP focuses predominantly on the arrangement of
machines rather than on machine selection. The integration of arrangement and selection
is often overlooked. Addressing this gap, Seidelmann and Mostaghim [36] proposed a
methodology for solving the FLP that encompasses not only the arrangement of machines
but also the selection of machines, how many and what machines should be selected.
It was found that a traditional NSGA-II [7] based on uniform random mutation has
its limitations and was not suitable due to insufficient exploration of search space. A
modified mutation was introduced to eliminate the inherent bias and promote a diverse
set of solutions.

3.2 Scheduling

Dispatching rules are predefined heuristics used in scheduling to determine the sequence in
which jobs or tasks are processed. These rules play a crucial role in job-shop scheduling, a
widely studied problem in operations research and computer science. Job-shop scheduling
is an optimization problem in which a set of jobs generally with varying processing times
must be processed on a set of machines in a specific sequence. The objective is to effi-
ciently allocate these jobs across the machines and find an optimal sequence adhering to
specific constraints. In job-shop environments, decision-making is guided by dispatching
rules, with jobs prioritized based on characteristics, machine availability, and workflow de-
pendencies, aiming to optimize efficiency and productivity.

Rolf et al. [33] used a genetic algorithm to optimize the dispatching rules. The algo-
rithm outperformed standard dispatching rules for a case study on printed circuit board
production. Applicability in real-time decision-making for Industry 4.0 cyber-physical
systems was suggested. Braune et al. [4] presented in their paper a Genetic Program-
ming (GP) approach for generating expression trees to serve as priority dispatching rules
in flexible job shop and hybrid flow shop scheduling problems. This GP approach out-
performed existing literature-based priority rules. The evolved trees demonstrate ex-
trapolation capabilities and the concept of iterative dispatching rules further enhanced
performance.

3.3 Material Handling Systems

Conveyor belts are a well-established type of MHS which is widely used in various fields like
manufacturing, mining, logistics and agriculture. Salawu et al. [35] used an Engineering
Equation Solver (EES) to solve the mathematical equations developed to incorporate the
operating parameters of the conveyor belt system. The results were simulated to select
the optimal parameters for the design. Butt and Jedi [5] used Discrete Finite Element
Analysis (DFEA) tools and techniques to design a mechanical conveyor system for the
food industry.

Congestion in manufacturing facilities refers to the excessive amount of traffic including
queues, bottlenecks, and conflicts among material handling equipment leading to delays.
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Addressing this challenge of workflow congestion Zhang et al. [51] introduced a combi-
nation of probabilistic and physics-based models for workflow interruptions using object-
oriented simulation models targeting rerouting strategies. The main focus was on the
effectiveness of rerouting in mitigating delays due to congestion. Subsequently, Zhang et
al. [50] presented the Full Assignment Problem with Congestion (FAPC) to optimize lay-
out and flow routing simultaneously while considering congestion. Benjaafar [3] proposed
a model capturing both the facility layout and congestion-related measures. Contrary to
the conventional Quadratic assignment problem (QAP) a new formulation was introduced
with minimizing the work-in-process (WIP) as objective. It was highlighted in the paper
that the desirability of a layout is influenced not only by material handling factors but also
by non-material handling factors like department utilization levels and processing times.
This advocates for a more comprehensive approach to Layout design-related problems.
In another contribution, Pourvaziri and Pierreval [29] introduced a novel perspective of
considering WIP alongside handling and rearrangement costs for Dynamic Facility Layout
Problems (DFLP). An analytical approach based on QAP formulation and open queuing
network theory was used to account for the queues induced by machines and material
handling systems.

3.3.1 Facility Layouts Considering Collisions

In most recent times, Xin et al. [47] suggested a new path-planning approach that makes
the AGV system more robust and flexible. Most of the existing methods for path planning
are static but the proposed method was dynamic. Collision paths were dynamically de-
termined and optimized to find the best collision-free paths. An additional decomposition
technique was used to make real-time decisions and reduce computational costs. While
the use of real-time collision avoidance is gaining popularity, the majority of literature
on collision avoidance in facility layout is on using loops or zones. A single loop covering
all workstations as in Figure 3.1 is used, or, the shop floor of a facility layout is divided
into a group of non-overlapping loops or zones as shown in Figure 3.2, and a single AGV
is dedicated to serve in each loop to avoid collisions or conflicts. Transfer points are
set up across zones to be able to transfer the products of one zone to another and vice
versa.

Kumar et al. [23] discussed the design of a unidirectional loop layout problem in a Flexible
Manufacturing System (FMS). A single loop was designed to cover all the workstations
within the facility and the goal was to find the optimal ordering of machines in a loop
to minimize the total number of loop traversals. Particle Swarm Optimization(PSO)
technique was applied to solve the said loop layout problem.

Shalaby et al. [38] proposed a two-phased heuristic algorithm to divide the facility
into zones. In the first phase, the best zones were searched for in the solution space
based on their integrity and feasibility. In the second phase, a 0-1 integer programming
model was used to select the zones that optimize the material handling costs, or, in
between zone transfers, or, the average workload of zones. As a result, a bottleneck-
free system with better workload balance between all AGVs was achieved. To group
'n” machines into N’ loops for a multiple-load AGV system, AGVs that could handle
more than one product, Rahimikelarijani et al. [32] illustrated a new non-linear math-
ematical programming model. Workload balancing among all loops and minimization
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Figure 3.1: Illustration of a loop layout where AGVs move in a loop to collect transport
and deliver material among machines across the layout [23].

of inter-loop and intra-loop transportation were the objectives. The model found that
the use of multiple-load AGV instead of single-load AGV could reduce material handling
costs.

One disadvantage of the traditional tandem zone strategy is the large delay in satisfying
demand when there is an imbalance of loads across zones. The imbalance could arise
because, for each vehicle, its zone is fixed and can not be changed, and vehicles are also
not allowed to help each other. To overcome this, Ho [16] introduced a new dynamic zone
strategy which relies on two procedures:

1. Zone Adjustment Procedure - zones change dynamically to adjust to the pro-
duction demand.

2. Zone Assistant Procedure - vehicles are allowed to help each other to balance
workloads

A Simulated Annealing-based zone division method was used to find near-optimal zone
designs. The dynamic zone strategy was found to be better than the fixed zone strategy
in terms of the overall performance of systems.

For efficient management and collision-free movement of AGVs in an intelligent man-
ufacturing workshop, Wang et al. [46] introduced a heuristic ant colony algorithm to
solve scheduling and path planning problems. An approach was proposed to first allocate
transporter tasks based on priority and create an initial feasible path for each AGV. Then
AGYV collision detection and anti-collision algorithm was designed and used to plan the
global collision-free path of multiple AGVs.

3.4 Integrated FLP and MHS

An Open-Field Layout Problem (OFLP) typically refers to the challenge of determining
the optimal spatial arrangement of machines within an open or unobstructed space with-
out predefined structures or fixed constraints. Yang et al. [48] presented an optimization
approach for collaborative solving of the OFLP and Automated Guided Vehicle (AGV)

16



3.4 Integrated FLP and MHS

B  pickup/delivery
] transfer station
il Wil
We ]
w2 W4 wio
N Y
Y N N
N - w9
w3
w7 m
w5 w8

e » »

Figure 3.2: An illustration demonstrating the tandem configuration where the layout is
segmented into multiple zones, each served by a dedicated AGV and desig-
nated transfer points facilitating the movement of material across zones [16].

path planning in intelligent workshops. A hybrid algorithm was proposed to find the op-
timal facility layout and corresponding multiple AGV paths. Discrete Simulation(DES)
was utilized to simulate logistics data within the layout to capture the dynamic nature of
logistics processes.

If the Dynamic Facility Layout Problem which considers changing flow between depart-
ments over multiple periods is combined with material handling system designing, the
result is an even more complicated problem. To solve these synchronized problems,
Kheirkhah et al. [20] proposed a Coevolutionary bilevel algorithm that tries to improve
two different subpopulations related to two levels of DFLP incrementally, and periodically
exchanging information with each other. The population of each level of the problem is
improved by a separate Genetic Algorithm.
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4 Methodology

A novel simulation framework was introduced for evaluating manufacturing system de-
signs in [37]. Extending this foundational work, a new method was presented in [36],
addressing the gap in the literature concerning the joint optimization of machine ar-
rangement and selection. This method was built upon the simulation architecture and a
planning and scheduling algorithm, called global planner, with minor adaptations tailored
to specific requirements utilizing only a subset of the complete architecture and focusing
on the relevant and essential components. This study is influenced by the evolving land-
scape of manufacturing, characterized by a shift towards mass customization and shorter
product life cycles. By extending the work of the above-mentioned papers, a new method-
ology is presented for considering the conflicts among the material handling equipment
while finding a cost-effective layout of a dynamic manufacturing facility. The same sim-
ulation architecture of [36] and a transportation-centric scheduling algorithm are used.
While essential components are presented here, it is recommended to refer to the original
work for a comprehensive understanding of the simulation framework and global planner
architecture.

4.1 Simulation Architecture

The simulation framework is structured around entities, divided into a metamodel and
a physical model. Within the metamodel, entities define the categories of machines,
parts, etc., and their interactions. On the other hand, the physical model simulates
real instances of these entities within the simulated manufacturing environment. The
metamodel encompasses Product Kinds, Product Families, Product Interfaces, Recipes,
and Skills. These entities are stateless and serve as a blueprint for the actual instances
in the physical model. Meanwhile, the physical model includes entities such as the
Shop Floor, Products, Workstations, Ports, Transporters, Orders, and corresponding
tasks.

Figure 4.1 illustrates the two parts of the framework. The entities on top constitute
a metamodel representing the manufacturing process. The lower entities construct a
representation of the real world, referencing and aligning with the established metamodel.
The metamodel has no knowledge of the physical model but the physical model references
entities of the metamodel to define the simulated real-world entities. This configuration
allows the framework to inherently model diverse scenarios, where each instance of any
entity possesses a globally unique identifier. The instances of entities interact based on
the specifications defined in the metamodel. Products are instances of Product Kinds and
can own other Products, forming a hierarchical structure. Workstations and Transporters
are key active entities that manipulate the state of the shop floor. Workstations execute
Recipes based on their Skills. Recipes encapsulate manufacturing steps, detailing required
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Figure 4.1: Overview of the simulation framework’s entities. Those on top present a
metamodel representing the manufacturing process, while those down depict
a real-world representation that correlates with the established metamodel
[37].

input Product Kinds, Skills, and processing times. Workstations have input and output
Ports, execute Recipes, and are associated with specific Skills. Ports serve as storage
connected to Workstations, and Transporters own Products and perform tasks like moving
to a position and acquiring and depositing Products.

Orders represent customer demands and have priorities, deadlines, and fulfilment times.
The shopfloor, represented as a two-dimensional grid, defines the spatial layout of the
manufacturing area. The simulation operates iteratively until all orders are fulfilled, with
processing times given in time steps, portraying the dynamic shop floor environment,
focusing on workstations and transporters simultaneously, and influencing the overall
system based on scheduling tasks.

4.2 Scheduling Algorithm

The scheduling algorithm, called task planner, generates tasks for workstations and trans-
porters based on current orders and the state of the shop floor. The task planner is built
upon the global planner proposed in [37] and is tailored to suit the transportation-centric
approach. It effectively manages the orders collectively and orchestrates the production
of products necessary for the fulfilment of the orders and their transportation. Three
types of tasks are designed to enable the production workflow and product transporta-
tion.

1. Workstation Tasks:

e For each order, the planner identifies the workstations and recipes required to
produce the specified product.

o The production tasks are assigned to the workstations based on their workload
as a form of load-balancing, for even distribution of tasks among workstations.
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o Workstation tasks are created dynamically for missing products, where the
necessary inputs already exist.

2. Port Tasks:

o Every workstation incorporates an input port and an output port, which in
this current work are assumed to coexist within the space provided for the
workstation.

o Port tasks involve the transfer of the products between ports and transporters.
o Port tasks are created based on product ownership and transportation needs.
3. Transporter Tasks:

o Transporter tasks are generated to transport products from the output port of
one workstation to the input port of another workstation ensuring the input
requirements of all workstation tasks.

e Planner evaluates the transportation needs of workstation tasks and assigns
transporter tasks accordingly.

e The planner determines the path the transporter needs to take to reach its
destination based on the provided guidepath layout using a breadth-first search
to find the shortest path.

« Based on the path, necessary transport tasks are created. One transporter task
corresponds to movement from one node to another node on the guidepath.

o Transporter tasks are also created when a transporter without any tasks is
occupying a workstation without any port tasks and needs to be accessed by
another transporter.

The task planner, in every time step, retrieves all the unfulfilled orders and orders
them based on their priority. Then Workstation tasks are scheduled based on orders
and port tasks are created based on the availability of transporters. The path is de-
termined for the transporter based on the destination of the product it has and trans-
porter tasks are created. All the tasks are executed and the planner checks for com-
pleted workstation tasks and updates. The same is illustrated as a flow chart in figure
4.2.

The task planner also ensures that no more than one transporter occupies a position
on the job floor at any time step except when the transporters are spawned, as all the
transporters are spawned at the same position. If a transporter wishes to move to a
position already occupied by another transporter, the former has to wait until the latter
moves out. This led to an issue of the last order not being completed when one transporter
was occupying the delivery station and the other transporter was waiting to move into
the same delivery station to deliver the last product. The transporter occupying the
delivery station does not move as it does not have any tasks, being all the orders are
executed and only the delivery of the final product is remaining. To overcome this, for
every transporter with no active tasks occupying a workstation with no port tasks, its
surroundings are checked for new transporters. If there is any new transporter in its
surroundings, a new transporter task is created for the transporter to move out of its
current position into a random neighbouring position.
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Figure 4.2: Generic flowchart depicting the iterative task planner algorithm which is re-
sponsible for unfulfilled orders retrieval, workstation and port task schedul-
ing, transporter pathfinding, and task execution.

4.3 Optimization Approach

For optimization, suitable encodings for layouts and guidepaths are necessary, which are
explained first. Some but certainly not all of the encodings generated will be feasible, so
the repair function used to make them feasible, and the algorithms and operators used to
optimize them are defined next. Then the objective functions and how they are calculated
are described and lastly, the indicators used to evaluate and compare the performance are
specified.

4.3.1 Encoding

Encoding is crucial and defines how solutions to a problem are represented. It translates
the characteristics of a problem into a format suitable for genetic operations like crossover
and mutation. The encoding for the joint optimization of the facility layout problem and
guide path layout problem (L) is the concatenation of the two encodings, facility layout
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encoding (Ly) and Guidepath layout encoding (L,).

L=L;+1L, (4.1)

Facility Layout

The facility layout encoding (Ly) is mathematically expressed as a sequence of integers,
with a length of N 4+ 1, where N represents the set of available positions in the facility
for workstation allocation. Formally, Ly = (f1, f2, ..., fn,T), where f; > 0for 1 <i < N
denotes the type of workstation allocated at position ¢. Specifically, f; = 0 implies no
workstation allocation, and f; > 1 indicates the type of workstation according to Table
5.1. The last integer in the encoding 7', signifying the number of transports to be employed
within the facility, satisfies 1 < T < 20.

Ly = (e1,ez,...,en,T) where Vi, e, >0, T >1, T <20, N =number of positions
(4.2)

GuidePath Layout

The encoding for guide path layout (L) is a sequence of zeroes and ones (Binary Encod-
ing) representing the direction of arcs that constitute the guidepath. The sequence length
equals the maximum number of arcs with the number of positions available in the facility
being the nodes. For a modular grid, the number of arcs in a grid layout is determined

by:

Number of arcs = Number of Rows x Number of Columns — 1) (4.3)
+Number of Columns x (Number of Rows — 1) '

L, = (91,92,-..,9m) where Vj, g; € {0,1}, M = number of arcs (4.4)

Here, 0 maps to the arcs extending from left to right or from top to bottom(lower position
to higher position) while 1 maps to the arcs of opposite direction, either from top to bottom
or right to left(higher position to lower position).

4.3.2 Repair Function

As one of the primary goals is to find a cost-effective layout, the initial population is
created as a copy of the existing layout(source solution, L,) and the random mutation
operator, as illustrated in Algorithm 2, is applied once. The initial layout needs to be
optimized and guidepaths are selected as a means to avoid collisions ie., the initial layout
does not have any guidepath implemented. However, a guidepath layout is integrated
with the initial layout for ease of implementation, as this guidepath layout of the initial
layout (source solution) is not used in calculating the relayouting cost. Because of the
randomness in initializing the population, not every population is a feasible solution in
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Figure 4.3: For encoding, facility layout is represented by integers, while guidepaths are
denoted by zeros and ones.

terms of both facility layout and guide path layout, so we check for the feasibility of
every solution and use the repair function to ensure the feasibility of every solution before
evaluation.

In the simulation used, the type of workstations determines the tasks they can perform
which in turn determines the products that can be produced. A layout not having the
minimum required workstations will not be able to fulfil all the potential orders because of
the lack of certain skills. The scheduling algorithm can not assign tasks properly on such
layouts which makes them infeasible. Also, the guidepath layout is not trivial and not all
layouts are feasible. It is not simple to find a feasible layout. A guide path is said to be
infeasible when it is not strongly connected, ie., not every position is accessible from every
other position. The guidepath layout not being strongly connected results in the planner
not being able to find the paths for some tasks, thus making the layout infeasible. These
problems of infeasibility were solved by using a repair function explained in Algorithm
1.

The repair function is divided into two parts. The first part modifies the facility layout
as proposed in [36], where the skills present are obtained and those lacking are added
accordingly. The second part repairs the guidepath layout. The feasibility of the guide-
path could be ensured by the connectivity and reachability of the graph representing the
layout. A graph is well connected if no node (position) is a sink or a source, i.e., every
node has at least one incoming arc and one outgoing arc. For connectivity, every position
is checked if well connected and for those which are not well connected, the direction of
one of the arcs starting or ending at that position is reversed and checked for connectivity.
A graph is said to be reachable if it is strongly connected, i.e., every node is accessible
from every other node. To ensure connectivity, all the strongly connected components of
the graph are calculated using Tarjan’s Algorithm [41] and these components are checked
if well connected as a whole, i.e., not a sink or a source.

24



4.3 Optimization Approach

Algorithm 1 Repair Funcion

[ o T Sy

L = Integrated encoding to be repaired <— Ly = L + Ly

Ly = encoding of facility layout

L, = encoding of guidepath layout

B, = vector of lower boundaries for L

B, = vector of upper boundaries for L

S = list containing each skill of the scenario once

S, = list of all zeros, same size as S

A; = list of arcs with direction represented by 0

A, = Empty list of arcs, same size as A;

G, = directed grid graph of arcs

. P,. = list of all positions not well connected

: €, = list of strongly connected cycles of a G|,

: ¢ = queue to store nodes/positions whore arcs are to be reversed
: ¢, = queue to store lists of arcs to store changes of reversing separately
: M, = map to store positions and its arcs reversed

N = = = =
@ L PP

: for i = 0 to size of L — 1 do
L(7) = max(L(i), Bl(7))
L(i) = min(L(i), Bu(7))

: end for

NON N NN N NN
S N A S

: for i = 0 to size of Ly — 2 do

if Ly(i) > 0 then
get skill s of workstation w corresponding to L (7)
get index j of s in S

end if

: end for

AR R R R A 0 W W W W W W W W W N
EANE- I S i G LAl S euli

: for 7 = 0 to size of S do
while S.(i) == 0 do
r = random integer between 0 and size of (Ly — 2)
if L;(r) > 0 then
get skill s of workstation corresponding to L¢(r)
get index j of sin S
if S.(j) <1 then
continue
end if
end if
get random workstation w with skill S(7)
get index e of the encoding that represents w
Li(r)=e
Se(i) =1
end while
: end for

N
Y

o Ay Aj.copy()
— Continued on next page
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Algorithm 1 (Continued)

48: for i = 0 to size of A; do

49:
50:
51:
52:
53:
54:
55:

56:
57:
58:
59:
60:
61:
62:
63:
64:
65:
66:
67:
68:
69:
70:
71:
72:
73:
74:
75:
76:
e
78:
79:
80:
81:
82:
83:
84:
85:
86:
87:
88:
89:
90:
91:
92:
93:
94:
95:

if L,(i) == 1 then
change the direction of arc, A,(i) to 1
end if

end for

G, < directed grid graph of A,
while G, is not strongly connected do > Every position reachable from every other
position

while All nodes of A, are not well connected do
P,. < not well connected nodes of A,
> Nodes which do not have at least one incoming and one outgoing arc
for all position in P,. do
if position is not well connected then
q < add(position)
o + add(A4,)
while ¢ is not empty do
current < first element of ¢
currentarcs < first element of ¢,
terminals < arcs of currentarcs starting or ending at current
for all terminalArc in terminals do
opposite < opposite end of terminal Arc
reverse the direction of terminal Arc
if opposite is well connected then A, < currentarcs
else
if M,does not contain opposite then
M, + put(opposite, its arcs reversed)
q < add(opposite)
¢a < add(currentarcs)
end if
end if
end for
end while
end if
end for
end while
C, < all strongly connected cycles of G, > Tarjan’s Algorithm[41]
while C), is not empty do
for all cycle in C, do
if size of cycle == number of nodes in A, then
break
end if
if cycle is a sink or a source then > no incoming or outgoing arcs
q < add all positions of cycle > gq < add(A,) for each position
same as steps 61-72
end if
end for
end while

end while
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4.3.3 Algorithm and Operators

NSGA-II [7] is well established as the most widely used Evolutionary Algorithm (EA)
for Multi-Objective Optimization (MOQO) problems and also in [36], better operators for
the Facility Layout Problem were introduced while applying the NSGA-II with binary
tournament selection, so NSGA-II with binary tournament selection was chosen to be
used in every approach. The different operators used and approaches experimented with
are explained below.

Random Mutation

All the values of encoding are mutated randomly with a probability, p,,, where the values
are randomly set to an integer between their lower and upper bounds. The pseudocode
for the same is in Algorithm 2 below. It is used in initializing the population for the
algorithms, as mentioned earlier, and also to mutate the solutions formed after coevolu-
tion.

Algorithm 2 Random Mutation Operator

1: L = Integrated encoding to be mutated <- L; = Ly + Ly
2: B; = vector of lower boundaries for L
3: B, = vector of upper boundaries for L
4: p,, = probability to randomize a value of encoding
5:
6: for i = 0 to size of (L — 1) do
7 if random real number between 0 and 1 < p,, then
8: L(i) = Ly(i — L,;) = random integer between B;(i) and B, ()
9: end if
10: end for

Custom Mutation: GuidePath Layout

The guidepath encoding values are only mutated randomly with a probability, p,. The
values are randomly set to 0 or 1 as the guide path encoding consists of only Os and 1s.
The actual probability of mutation will be < p, as there is a chance that the value is set
to the same integer as it was. It is used in the branch of coevolution where the guidepath
layout is optimized and the pseudocode is in Algorithm 3.

Mutation: Facility Layout

Introduced in [36] to eliminate bias, this adapted mutation operator which mutates only
the facility layout encoding has three probabilities p,, to randomize workstation allocation,
pr to swap positions of two workstations and p; to change the number of transporters.
This operator is used in the branch of coevolution where the facility layout is optimized.
The pseudocode is in Algorithm 4 below.
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Algorithm 3 Custom Mutation Operator for GuidePath Layout

: L = Integrated encoding of facility and guidepath layouts <— Ly = Ly + Ly
Ly = encoding of facility layout

L, = encoding of guide path layout to be mutated

py = probability to randomize the direction of an arc of guide path

: for i = Size of (Ly) to size of (L — 1) do
if random real number between 0 and 1 < p, then
L(i) = Ly(i — L) = random integer between 0 and 1
end if
: end for

—
o

Algorithm 4 Custom Mutation Operator for Facility Layout

1: L = Integrated encoding of facility and guidepath layouts <= Ly = L1 + Ly
2: Ly = encoding of facility layout to be mutated

3: B, = vector of upper boundaries for Ly

4: py,, = probability to randomize a workstation allocation
5: p, = probability to re-position a workstation

6: p; = probability to change the number of transporters

7

8: for i = 0 to size of Ly - 2 do

9: if random real number between 0 and 1 < p. then
10: if random real number between 0 and 1 < 0.5 then
11: Lii)=0

12: else

13: L(i) = random integer between 0 and B, (i)
14: end if

15: end if

16: if random real number between 0 and 1 < p, then
17: j = random integer between 0 and size of (L - 2)
18: swap values of L¢(i) and L¢(j)

19: end if

20: end for

21:

[\
[\]

. if random real number between 0 and 1 < p; then

23: if random real number between 0 and 1 < 0.5 then
24: Ly(size of (Ly - 1)) +=1

25: else

26: Ly(size of (Ly-1)) =1

27: end if

28: end if

Mutation: Integrated Facility and GuidePath Layouts

For mutating the values of the combined encoding of facility and guidepath layouts,
a combination of Algorithm 4 and Algorithm 3 is used which is defined in Algorithm
5.

28



4.3 Optimization Approach

Algorithm 5 Custom Mutation Operator for Integrated Facility and GuidePath Layouts
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L, = Integrated encoding of facility and guidepath layouts <— L; = Ly + Ly
Ly = encoding of facility layout to be mutated

L, = encoding of guide path layout to be mutated

B,, = vector of upper boundaries for Ly

pw = probability to randomize a workstation allocation

p = probability to re-position a workstation

py = probability to change the number of transporters

pg = probability to randomize the direction of an arc of guide path

for i = 0 to size of Ly - 2 do
if random real number between 0 and 1 < p. then
if random real number between 0 and 1 < 0.5 then

Lii)=0
else

L(i) = random integer between 0 and B,,(i)
end if

end if
if random real number between 0 and 1 < p, then
j = random integer between 0 and size of (Ls - 2)

swap values of L¢(i) and L (j)
end if

. end for

: if random real number between 0 and 1 < p; then

if random real number between 0 and 1 < 0.5 then
Ly(size of (Ly - 1)) +=1

else
Ly(size of (Ly-1))-=1

end if

. end if

: for i = Ly to size of (L — 1) do

if random real number between 0 and 1 < p, then
L(i) = Ly(i — Ly) = random integer between 0 and 1
end if

. end for

Crossover: Facility Layout

A single-point crossover operator with crossover probability, p. for the facility layout
optimization branch of coevolution where the guidepath encoding remains unchanged and
only the facility layout encoding is used for crossover. The pseudocode is in Algorithm 6.
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4 Methodology

Algorithm 6 Single Point Crossover for Facility Layout

P, = first parent solution <— Ly = Ly; + Ly
p2 = second parent solution <— Ly = Ly + Lo
01 = first offspring solution

0o = second offspring solution

pe = crossover probability

01 Pr.copy()
09 < Py.copy()
if random real number between 0 and 1 < p. then
cutof f Point = random integer between 0 and size of (L; - 1)
for : = 0 to cutof f Point do
01(1) « P»(i)
09(1) + Pi(i)
end for
: end if

: return oq, 09
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Crossover: GuidePath Layout

A single-point crossover operator with crossover probability, p. for the guidepath layout
optimization branch of coevolution where the facility encoding remains unchanged and
only the guidepath layout encoding is used for crossover. The pseudocode is in Algorithm
7.

Algorithm 7 Single Point Crossover for GuidePath Layout

P, = first parent solution < L; = Ly + Ly
P, = second parent solution <— Ly = Ly + Ly
0, = first offspring solution

0o = second offspring solution

p. = crossover probability

01« Pr.copy()
09 < Py.copy()
if random real number between 0 and 1 < p. then
cutof f Point = random integer between size of Ly and size of (L - 1)
for : = 0 to cutof f Point do
01 (1) — PQ (1)
02(1) — P1 (1)
end for
: end if

: return oy, 09

[ S T
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4.3 Optimization Approach

Crossover: Coevolution

A single-point crossover operator for the coevolution of solutions where the facility layout
encoding of one parent and the guidepath layout of the other parent is combined to form
an offspring and vice versa for the other offspring. The pseudocode is in Algorithm 8.

Algorithm 8 Single Point Crossover for Coevolution

P, = first parent solution <— L; = Ly + Lg;
P, = second parent solution <— Ly = Ly + Ly
0, = first offspring solution

0o = second offspring solution

01 = Pr.copy()

02 < Py.copy()

cutof f Point = size of Ly

for i = 0 to cutof f Point do
01 (1) — Pg(l)
02(1) — P1 (1)

: end for

: return oy, 09

— = = =

Crossover: Integrated Facility and GuidePath Layouts

A single-point crossover operator for the combined encoding of facility and guidepath
layouts. The pseudocode is in Algorithm 9.

Algorithm 9 Single Point Crossover for integrated Facility and GuidePath layouts

P, = first parent solution < Ly = L + Ly
P, = second parent solution <— Ly = Ly + Ly
01 = first offspring solution

0y = second offspring solution

pe = crossover probability

01 < Py.copy()
02 — Py.copy()
if random real number between 0 and 1 < p. then
cutof f Point = random integer between 0 and size of (L - 1)
for + = 0 to cutof f Point do
01 (1) — P (1)
09 (1) — Pl (1)
end for
. end if

: return o1, 09

e e e e e
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4 Methodology

Co-evolutionary Approach

In the Co-evolutionary approach, two NSGA-II algorithms are used to optimize the fa-
cility layout and guidepath layout simultaneously yet separately and exchange informa-
tion between the two algorithms periodically. Three different variants of coevolution are
experimented with. They differ in which solutions are used for the exchange of informa-
tion during the coevolution step. The three ways solutions are selected for co-evolving,
corresponding to the "Coevolve the two populations" step outlined in the Figure 4.4,

are:

1. Random Reproduction

Two solutions are randomly selected, one from each algorithm.

Single point crossover Operator described in algorithm 8 is applied to these
two solutions and the resulting solutions are added to the offspring solution.

This is repeated until the offspring population reaches the required size.

The offspring population is joined with the existing populations of the two
algorithms separately.

The size of this combined population is adjusted to the required population
size by removing poor solutions based on the Ranking and Crowding Selection
comparator.

As a result the two algorithms are initialized with slightly different populations
after each coevolution step.

2. Non-Dominated Reproduction

Two non-dominated solutions are iteratively selected, one from each algorithm.

Single point crossover Operator described in algorithm 8 is applied to these
two solutions and the resulting solutions are added to the offspring solution.

This is repeated and if all the non-dominated solutions are utilized, solutions
are randomly selected until the offspring population reaches the required size.

The offspring population is joined with the existing populations of the two
algorithms separately.

The size of this combined population is adjusted to the required population
size by removing poor solutions based on the Ranking and Crowding Selection
comparator.

As a result the two algorithms are initialized with slightly different populations
after each coevolution step.

3. non-Dominated Exchange

There is no crossover in this method.

The non-dominated solutions of one algorithm are joined with the final popu-
lation of the other algorithm and vice versa.
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4.3 Optimization Approach

e The sizes of these two combined populations are adjusted to the required pop-
ulation size by removing poor solutions based on the Ranking and Crowding

Selection comparator.

o As aresult the two algorithms are initialized with slightly different populations
after each coevolution step.

Initialize
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Selection of Population
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Figure 4.4: A flowchart depicting the structure of a coevolutionary algorithm used in

this work outlining the steps involved in the algorithm’s operation

33



4 Methodology

Traditional /Conventional Approach

In the conventional approach, a single NSGA-II algorithm is used to optimize both the
facility layout and guidepath layout by solving the integrated problem with combined
encoding. The solutions represented by concatenated encodings are obtained by using
special operators, single point crossover and custom mutation defined in algorithm 9 and
algorithm 5 respectively.

4.3.4 Objective Functions

Three objective functions as in [36] are used for the evaluation of the layouts, where any ini-
tial layout already exists. The same objectives are used for both the algorithms in coevolu-
tion and for the conventional optimization. The objectives are:

1. Re-layouting Cost:

e The re-layouting cost is calculated, considering equal costs for all transporters
and certain costs for new workstations.

e The total rectilinear distance determines the cost of moving a workstation
travelled during the relocation process.

e The exact calculation method is illustrated in Algorithm 10
2. Flow Time:

o Flow time measures the average number of time steps required for the fulfilment
of an order.

o It provides insight into the efficiency of the proposed layouts in facilitating
order processing.

3. Idle Time:

o Idle time is determined as the average ratio of idle time steps without task
assignments to those with task assignments.

o Both transporters and workstations are considered.

o Idle time reflects periods of inactivity or underutilization in the overall system.
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4.3 Optimization Approach

Algorithm 10 Finding Re-Layouting Cost as defined in [36]
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L, = Original layout of the scenario

L, = Layout for which the cost is to be computed
X, = An empty list of integers

X = An empty list of integers

¢ = Computed re-layouting cost = 0O(initially)

repeat

d=
1=—1
iy = —1
for ) =0 to size of L —2 do
if j ¢ X then
for k = 0 to size of L,y — 2 do
if k ¢ X, then
w = workstation represented by (Ls(j))
w, = workstation represented by (L,s(k))
d. = rectilinear distance from w to w,
if d. < d then
d=d,
i=7
i, =k
end if
end if
end for
end if
end for
if 7+ > 0 then
c+=d
add i to X
add i, to X,
end if

: until size of X didn’t increase

: for all v € L such that v ¢ X do

¢+ = cost of workstation represented by v

: end for

t to < Loys(size of L,y — 1)
: t < Ly(size of Ly — 1)
. if t > to then

¢+ c+ (t —t,)X cost of transporters

. end if

: return c
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4 Methodology

4.4 Performance Indicators

The performance of the above-mentioned different optimization approaches is assessed
using three performance indicators: Hypervolume, Inverted Generational Distance (IGD)
and C- Metric [2]. For calculating these, all evaluated solutions are archived without
interfering with the optimization process.

« Hypervolume is described as the size of the dominated space [53]. Higher hyper-
volume indicates a better distribution of solutions across the objective space and
closeness of solution to optima as well.

o IGD indicates how closely solutions approach the Pareto front. Lower IGD indicates
better convergence, ie., solutions are closer to optimal.

o C-metric or set coverage considers the domination of the solutions in the Pareto
front obtained from one algorithm over the other and vice versa [15] [49].
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5 Experimental Setup

The experimental setup explores a simplified manufacturing process within the framework
of mass customization with a focus on a modular smartphone manufacturing scenario
with a minimal set of modular components, the same as the case studied in [36] with the
implementation of guidepath layout to avoid collisions among AGVs in addition. Positions
available for the placement of workstations, P, = 20, which are arranged in a grid format
with dimensions of 5 units in width and 4 units in height (5 x 4), incorporating a spacing
of 2 units between each machine in both the horizontal and vertical directions. The overall
dimensions of the manufacturing facility, when considering the grid layout and spacing,
s, = 17 units in width (5 machines with 6 gaps of 2 units) and s, = 14 units in height (4
machines with 5 gaps of 2 units). With these 20 positions as nodes, 31 arcs are needed
(from equation 4.3) for designing the guide path. Therefore, the encoding consists of 52
integers, with the first 20 maps to the positions on the shop floor, the last 31 maps to the
direction of the arcs, and the 1 in between maps to the number of transporters (equations
4.1, 4.2 and 4.4).

The mathematical relation between the encoding and the positions on the shop floor is
defined below:

let, i be the index of the integer in the encoding of the facility layout (0 to 19)
% be the modulo operator which gives remainder
x coordinate of the position =3+ (i%5) x 3
y coordinate of the position = 3 + (i/5) x 3

The arcs are organized in a specific order for representation in the encoding. The arcs are
encoded in two phases:16 horizontal arcs and 15 vertical arcs
1. Horizontal Arcs:
e The arcs traverse rows from left to right
o Start at the bottom left corner and move across each row to the bottom right
o After reaching the bottom right move to the next row on the top
2. Vertical Arcs:
e The arcs traverse columns from bottom to top
e Start at the bottom left corner and move up each column to the top left

o After reaching the top left move to the next column on the right
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5 Experimental Setup
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Figure 5.1: How encoding translates to facility and guidepath layouts

Figure 5.1 illustrates how the information is translated from the encoding to the facility
and guidepath layouts. Positions available for the placement of workstations are high-
lighted in green and the directions of arcs of the guidepath are represented by arrows.
The transporters always start at the first cell, (1,1). This will have a minor overall im-
pact as a maximum of 25 steps could be wasted in the worst-case scenario which is not
much as each solution generally requires at least 10,000 time steps and the impact can be
ignored[36]. The layout presented in this image is the one considered as the initial layout
that needs to be optimized.

The scenario used necessitates the production of 34 distinct product variants. The list
of all the workstations and their corresponding value in the encoding is tabulated in the
table 5.1. Six different types of skills/tasks are performed by 12 different workstations. It
could be noticed that each skill/task can be performed by two workstations with varying
processing time and setup costs. All the transporters are equivalent in their functionality
and have a cost of 50.

Table 5.2 outlines the necessary details of the product family. All the products that
could be manufactured in this smartphone manufacturing setup and the skills and inputs
required for manufacturing these products are listed. It was referred to as a recipe in
[36]. In this hypothetical scenario, smartphones are assembled from various parts and
subsequently shipped. The initial raw products stored in "Storage Access" are "Mainboard
1", "Mainboard 2", "Mainboard 3", "2 GiB RAM", "4 GiB RAM", "Dual Core CPU",
"Quad Core CPU", "Plastic Ingot" and "Metal Ingot". These products can be combined
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Encoding Workstation /Skill Processing Time Cost

1 Storage Access 60 40
2 Soldering 60 40
3 Injection Molding 60 40
4 Die Casting 60 40
5 Bolting 60 40
6 Shipping 60 40
7 Storage Access 30 80
8 Soldering 30 80
9 Injection Molding 30 80
10 Die Casting 30 80
11 Bolting 30 80
12 Shipping 30 80

Table 5.1: Workstations in the setup and their details

Product Required Input Required Skill
Mainboard 1 - Storage Access
Mainboard 2 - Storage Access
Mainboard 3 - Storage Access
2 GiB RAM - Storage Access
4 GiB RAM - Storage Access
Dual Core CPU - Storage Access
Quad Core CPU - Storage Access
Plastic Ingot - Storage Access
Metal Ingot - Storage Access
Main Module MB, RAM, CPU Soldering
Case(Plastic) Plastic Ingot Injection Molding
Case(Metal) Metal Ingot Die Casting
Smartphone Main Module, Case Bolting

Table 5.2: Products and their requirements

to assemble a smartphone. The main module is created at the "Soldering" workstation
by combining the necessary mainboard, RAM and CPU. Cases made of either plastic or
metal, are produced respectively at "Injection Molding" and "Die Casting" workstations.
One of these cases is combined with the main module at the "Bolting" workstation to
make a "Smartphone". Finally, the completed smartphone is shipped from the "Shipping"
Workstation to successfully fulfil an order.

At any given time simulation can process up to 10 orders simultaneously. As soon as an
existing order is completed, a new order is generated randomly. For evaluation, simulation
is run until 300 randomized orders for these 34 smartphone variants are fulfilled for each
solution and the objective function values are archived. It is advised to refer back to
the original work in [37] and [36] for more details and a better grasp of product kinds,
workstations and recipes. In the coevolutionary framework, 25 iterations of coevolution
are performed. Within each iteration, there are two branches each initialized with a
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5 Experimental Setup

population size of 100. The evolution within each branch proceeds for 50 generations.
Consequently, the total number of evaluations performed in this process is 250,000. The
conventional approach is also initialized with a population size of 100. The evolution
proceeds for 2,500 generations to make the total evaluations in this process 250,000, for
a fair comparison.

The probabilities for mutation and crossover operators are as follows:

Randomization probability for workstations, p,, = 0.1
Repositioning probability for workstations, p, = 0.2
Transporter changing probability, p; = 0.3
Randomization probability for guipdepath, p, = 0.6
Crossover probability, p. = 0.9

In the conventional approach, the randomization probabilities for workstations and guide-
path are both considered to be 0.1 to illustrate the effect of randomizing on guide-

path.

40



6 Results and Discussion

In this chapter, we evaluate the performance of the different scenarios outlined in the
methodology, focusing on their effectiveness within the setup discussed in Chapter 5. Sig-
nificantly, a comparative analysis between the conventional approach and three distinct
variants of the coevolutionary approach outlined in Chapter 4 is conducted. The perfor-
mance analysis of the different coevolutionary approaches is presented first and the better
performance of these is compared with the conventional approach.

6.1 Performance Analysis: Coevolutionary Approaches

Pareto fronts: non-dominated solutions

The Pareto fronts of the three coevolutionary approaches are illustrated in figures 6.1a,

6.1b, and 6.1c.
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observed that across all approaches, there exist non-dominated solutions with notably

high flow time and idle time, yet comparatively lower relayouting costs. This signifies
an improvement in flow time and idle time at the expense of increased relayouting costs.

Table 1 lists the objective values for the optimal solutions with one of the objectives being
the main objective, i.e., the best value for that objective in that approach. The trade-off
lists the objective values of the solution whose objective values are closest to the medians
of those for that run. The solution with 0 re-layouting costs is the initial layout of the

facility that is to be optimized. For these solutions, the ideal time and flow time are
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6.1 Performance Analysis: Coevolutionary Approaches

rather high which indicates that there is a necessity to optimize the existing layout. The
optimization required is not only for the placement of the workstations but also for the
addition of new workstations and transporters. The trade-off values indicate compromise
solutions that balance all the objectives. Optimal solutions considering all the solutions
of the three approaches are also listed.

Main Objective Re-Layouting Cost Flow Time Idle Time
Coevolution: random reproduction
Re-Layouting Cost 0 1335 0.45677
Flow Time 1050 317.48 0.36887
Idle Time 113 686.84 0.22709
Trade-Off 320 541.41 0.30463
Coevolution: nonDom reproduction
Re-Layouting Cost 0 1325.2 0.45908
Flow Time 1374 307.48 0.50509
Idle Time 144 608.8 0.23086
Trade-Off 366 490.18 0.30712
Coevolution: nonDom exchange
Re-Layouting Cost 0 1320.8 0.47235
Flow Time 1088 306.44 0.42352
Idle Time 89 687.55 0.22872
Trade-Off 375 479.91 0.3076
Coevolution: Overall
Re-Layouting Cost 0 1321.4 0.4619
Flow Time 1088 306.44 0.42352
Idle Time 113 686.84 0.22709
Trade-Off 369 464.65 0.29383

Table 6.1: Optimal Solutions for Different Coevolutionary Approaches

Hypervolue and IGD

In all coevolutionary approaches, 25 iterations of coevolution are performed, with 50 gen-
erations for each branch, totalling 2500 generations. The hypervolume of each approach
is calculated by considering the non-dominating solutions from all three approaches as
a reference. Figure 6.2 displays the hypervolume of each approach for every genera-
tion. Specifically, within each coevolutionary iteration spanning 100 generations, the first
50 generations are dedicated to the facility layout optimization branch, followed by the
subsequent 50 generations that are focused on guidepath optimization. This sequential
pattern repeats throughout the iterations. Notably, during generations 50 to 100, the
hypervolume is relatively low. This is attributed to the sole optimization of the guide-
path before coevolution starts. The majority of the influence on objectives is from the
facility layout and without coevolution, guidepath optimization performs comparatively
poorly.
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6 Results and Discussion

Hypervolume Convergence
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Figure 6.2: Hypervolume Convergence of different coevolutionary approaches

The averages of hypervolume and IGD are listed in the Table 2. Among the approaches,
NonDom Exchange has the highest hypervolume (0.46771) and lowest IGD (65.959), sug-
gesting that it achieves better coverage and is closer to the Pareto front compared to the
other approaches. Random Reproduction has a similar hypervolume but a higher IGD.
Comparatively, NonDom Reproduction performed poorly.

Hypervolume IGD

Random Reproduction 0.46617 73.294
NonDom Reproduction 0.44865 98.086
NonDom Exchange 0.46771 65.959

Table 6.2: Performance Indicators for different approaches

C-Metric

Table 6.3 presents the C-Metric values for various coevolutionary approaches. The val-
ues, expressed as percentages (x 100), indicate the proportion of non-dominated so-
lutions from the column approach dominated by those from the row approach. No-
tably, NonDom Exchange demonstrates the highest C-Metric compared to the other ap-
proaches.
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6.2 Performance Analysis: Coevolutionary vs Conventional

Random Rep. | NonDom Rep. | NonDom Exc.
Random Rep. - 0.4512 0.2274
NonDom Rep. 0.1875 - 0.0870
NonDom Exc. 0.4107 0.5650 -

Table 6.3: Set Coverage of different coevolutionary approaches

6.2 Performance Analysis: Coevolutionary vs
Conventional

Based on the results presented earlier, the NonDom exchange variant of coevolution-
ary approaches is considered to be better performing and is compared with the conven-
tional approach in this section. Additionally, the results from a straightforward facility
layout optimization without guidepath implementation are included for reference. It
is anticipated that this latter approach will outperform the others, as the transporters
in this scenario have the freedom to move in any direction without collision considera-
tions.

Pareto fronts: non-dominated solutions

Figures 6.3a and 6.3b show all the non-dominated solutions (Pareto fronts) for the fa-
cility layout and conventional optimization approaches respectively. While the number
of solutions in the Pareto of facility layout optimization is higher, the diversity remains
comparable.
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6 Results and Discussion

Pareto Front: Conventional Integrated Optimization
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Figure 6.3: Pareto fronts of facility layout optimization without guidepath (collisions
not considered) and conventional optimization approaches

Table 6.4 presents the optimal solutions with each objective treated as the main objective
and a trade-off objective, as previously described. As expected, the optimal solutions for
the facility layout optimization outperform those of other approaches.

Main Objective Re-Layouting Cost Flow Time Idle Time
Facility Layout optimization without guidepath
Re-Layouting Cost 0 1330.1 0.49991
Flow Time 1373 277.89 0.47316
Idle Time 613 352.69 0.16065
Trade-Off 458 394.24 0.26969
Coevolutionary optimization

Re-Layouting Cost 0 1330.4 0.53068
Flow Time 1097 305.57 0.45269
Idle Time 616 350.3 0.2225
Trade-Off 360 539.5 0.31012

Table 6.4: Optimal Solutions from different approaches

Hypervolue and IGD

Figure 6.4 shows the hypervolume of each approach for each generation. The hypervol-
ume of each approach is calculated by considering the non-dominating solutions from
all three approaches as a reference. The facility layout optimization without guidepath
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6.2 Performance Analysis: Coevolutionary vs Conventional

and conventional approaches ran for 2500 generations to match the evaluations of the
coevolutionary approaches.
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Figure 6.4: Hypervolume convergence of facility layout optimization without guidepath
(collisions not considered), coevolutionary optimization with nondom ex-
change and conventional optimization approaches

The averages of hypervolume and IGD are listed in the Table 6.5. Facility Layout opti-
mization performs better in terms of hypervolume and IGD compared to Coevolutionary
and Conventional optimization. While the Coevolutionary approach has a better hyper-
volume, the conventional approach has better IGD.

Hypervolume 1GD

Facility 0.40324 53.688
Coevolutionary 0.34481 86.527
Conventional 0.33913 67.273

Table 6.5: Performance Indicators of the other approaches

C-Metric
With Pareto, hypervolume and IGD being close C-metric (set coverage) was calculated for

a more appropriate evaluation of the coevolutionary and conventional approaches.

C-Metric(Coevolutionary, Conventional) = 0.4407
C-Metric(Conventional, Coevolutionary) = 0.2375
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6 Results and Discussion

About 44% of the non-dominated solutions of the conventional approach are being dom-
inated by the non-dominated solutions of the coevolutionary approach and conversely,
about 24% in the reverse scenario.

6.3 Discussion

The facility layout optimization without a guidepath approach is better for all the perfor-
mance indicator values, as anticipated because there are no restrictions on the routes of the
transporters. In the absence of a guidepath, transporters follow the shortest possible path.
With a guidepath, the overall distance travelled by the transporter will be higher because
the length of the feasible path will not always align with the shortest Manhattan path.
However, it does not imply that the absence of collisions makes it inherently better. This
is because, without guidepaths, collisions are not considered in the optimization process.
While the performance indicators may suggest better results, the facility layout optimiza-
tion without a guidepath overlooks the crucial aspect of collision avoidance. In contrast,
guidepath provides a structured and collision-free routing solution, contributing to a safer
and more controlled material handling system within the facility. The main goal of this
thesis is to optimize the layout of a dynamic manufacturing facility considering collisions,
i.e., removing collisions by implementing a guidepath.

NonDom Exchange demonstrated superior performance among the various Coevolution-
ary approaches, while NonDom Reproduction exhibited comparatively poorer results. The
poor performance of the NonDom Reproduction approach may be attributed to several
factors. One possible explanation is that the non-dominated solutions generated by each
algorithm have already adapted to their respective layouts or guidepaths. As a result,
performing crossover operations between these solutions may not lead to significant im-
provements or good solutions. Consequently, the NonDom Reproduction approach may
struggle to produce high-quality offspring solutions compared to other approaches such as
Random Reproduction or NonDom Exchange. Despite the similar performance between
Random Reproduction and NonDom Exchange in terms of Hypervolume, NonDom Ex-
change outperformed in terms of IGD and C-metric suggesting that NonDom Exchange
generated solutions that are more dominating and closer to the true Pareto front com-
pared to Random Reproduction. A comparison of the hypervolume values for the various
approaches outlined in Tables 2 and 6.5 reveals an inconsistency in the hypervolume value
of the NonDom Exchange approach. This variation is because of the differences in the
reference utilized for hypervolume calculation.

While randomization is necessary to explore different guidepath layouts, The effect of
the value of randomization probability for guidepath (p.) is relatively minimal. From the
experiments conducted, it was observed that in each run, approximately 85% of the time,
the generated guidepath was not feasible and required repair, while the facility layout
needed repair around 33% of the time. This highlights the fragility of the guidepath and
underscores the importance of using an effective repair function. Although the current
repair function for guidepaths aims to make minimal changes using breadth-first search,
there is room for improvement. The modifications made by the repair function to en-
sure the feasibility of guidepaths also make it restrictive and for the tested layout size,
the number of feasible guidepaths is limited. One potential improvement could involve
implementing a bidirectional guidepath, which may reduce unnecessary longer paths by
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6.3 Discussion

allowing transporters to travel in both directions. This could optimize transporter paths,
especially in cases where the destination is physically closer but requires a longer path
due to the one-directional guidepath constraint.

The findings indicate that achieving comparable results requires considerably fewer evalu-
ations. Approximately 100,000 evaluations would be adequate to yield similar outcomes.
Notably, there was not much distinction observed between the two approaches in terms
of their Pareto fronts, indicating that they both performed well and exhibited diversity
in the solutions generated. Both the coevolutionary and conventional approaches pro-
duced scattered non-dominated solutions across the objective space, with similar conver-
gence patterns in the hypervolume and IGD analysis. However, based on the C-metrics,
the solutions obtained from the coevolutionary approach outperformed those from the
conventional approach. This is evident from the higher percentage of solutions in the
Pareto front of the coevolutionary approach dominating those in the Pareto front of
the conventional approach, which is nearly double the percentage in the reverse sce-
nario.
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7 Conclusion and Future Work

This thesis aims to provide cost-effective and better solutions for a dynamic manufac-
turing system by optimizing an existing layout considering collisions among transporters.
Specifically, the use of unidirectional guidepaths to prevent collisions among Automated
Guided Vehicles (AGVs) in Material Handling Systems is explored. Optimal solutions are
achieved by addressing the facility layout and guidepath layout problems as an integrated
problem. This integration is pivotal, as the arrangement of the facility significantly influ-
ences the functionality of the guidepath. Conversely, an effective guidepath enhances the
productivity of the layout, thereby improving the overall optimization of the manufactur-
ing system.

The facility layout problem is conceptualized as a mixed integer problem, where each
integer denotes a type of workstation to be placed at a specific location mapped to the
position of the integer in the encoding. On the other hand, the guidepath layout is
formulated as a zero-one integer problem, where zeroes and ones signify the direction of
the arc in the guidepath. Similar to the facility layout encoding, the encoding maps the
position of the zero or one to the respective arc direction. To ensure the feasibility of both
randomly generated facility layouts and guidepath layouts, a custom repair function is
employed. This function identifies any missing skills and subsequently adds them to make
the layout feasible. The guidepath layout is modelled as a grid graph, where each node
represents a location on the grid, and the edges represent possible movements between
adjacent locations ie., arcs of the guidepath. To ensure the feasibility, it is essential
to enhance the reachability and connectivity of this grid graph. To achieve this with
the minimum number of changes made to the guidepath, a breadth-first approach is
used.

For integrating the problems, two approaches were explored. One was to concatenate the
encodings for the two problems into one and optimize it as any conventional problem. The
other was to use coevolution to optimize facility layout and guide paths separately with
different populations while periodically exchanging information between them. Various
methods of information exchange were experimented with, among which directly replac-
ing the non-dominated solutions of one algorithm (facility layout optimization) with the
underperforming solutions of the other algorithm (guidepath optimization) and vice versa,
proved to be effective. Both approaches exhibited similar performance, with the coevo-
lutionary approach slightly outperforming the conventional approach. In conclusion, for
setups of comparable size, the utilization of coevolution provides slight benefits. However,
it is important to note that the assessment was limited by time constraints, preventing the
exploration of larger-scale problems. It is anticipated that for larger setups, the coevolu-
tionary approach could demonstrate superior performance compared to the conventional
approach.
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7 Conclusion and Future Work

Future Work

The work presented in this thesis can be extended in many ways. One such is to conduct
a thorough scalability analysis by applying the coevolutionary approach to a large-scale
problem. Scaling up the size of the facility, the addition of new types of workstations,
and increasing the number of variants of products that can be produced can provide
valuable insights into the performance of coevolution. Consideration of energy costs is
effective for optimizing the number of transporters and is increasingly recognised [45].
Future work could be on the integration of the said energy costs into the optimization
process. The facility layout and guidepath layout problems could also be optimized with
different objectives rather than having the same as in the case of this thesis. Beyond
guidepaths, alternate strategies like using dynamic tandem zones for mitigating collisions
among material handling systems could be explored. Investigating the effectiveness of
different collision avoidance strategies could provide more options to tailor solutions to
specific environments. Scheduling, which was treated as a separate operation could by
itself be made an optimization problem or be integrated into the optimization frame-
work. This approach may lead to improved coordination among the entities within the
manufacturing systems.

52



Appendices

In this appendix, we present individual plots of the hypervolumes for each coevolutionary
approach, building upon the combined plot presented in Chapter 6.
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0.55 Hypervolume Convergence: Coevolution with nonDom reproduction
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Additionally, we analyze the performance of the coevolution scenarios, random reproduc-
tion and nonDom reproduction, when both branches are initialized with the same popula-
tion after every step of information exchange as depicted. Our findings suggest that coevo-
lutionary approaches with identical population initialization exhibit inferior performance
compared to those maintaining distinct populations for each branch of coevolution. So,
these approaches were not discussed previously in this thesis.
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Main Objective Re-Layouting Cost Flow Time Idle Time

Coevolution: random reproduction € same population initialization

Re-Layouting Cost 0 1319.2 0.6101
Flow Time 1012 317.73 0.37326
Idle Time 132 610.37 0.23315
Trade-Off 360 542.2 0.2889
Coevolution: nonDom reproduction € same population initialization
Re-Layouting Cost 0 1317.1 0.53297
Flow Time 1136 322.76 0.4599
Idle Time 86 674.05 0.23623
Trade-Off 342 600.2 0.33022

Table 1: Optimal Solutions for Different Coevolutionary Approaches
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Hypervolume 1GD

Random Reproduction & same pop. 0.35974 73.328
NonDom Reproduction & same pop. 0.3177 120.53
NonDom Exchange 0.36207 64.849

Table 2: Performance Indicators for different approaches
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