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Abstract

Musculoskeletal injuries in canines can significantly impact their well-being and quality of life. The detection of these orthopedic injuries is crucial for effective treatment. Despite the advancements in modern technology, this is not always feasible due to financial or practical limitations. This thesis examines the use of machine learning algorithms, including Logistic Regression (LR), k-Nearest Neighbors (KNN), and Support Vector Classifier (SVC), in order to determine which of these is best suited to identify an abnormal canine gait based on selected features. Random features are added as noise to assess whether classifiers identify and filter out irrelevant attributes from the dataset. In this thesis, the application of Genetic Algorithm-based (GA) feature selection is proposed in order to determine the most relevant features necessary for canine musculoskeletal injury detection and to increase the predictive performance of the classifiers. In the GA, every individual represents a unique subset of selected features. These subsets are subsequently employed to train the classifier and evaluate its predictive performance. The performances of the machine learning algorithms are evaluated using F1-scores and utilized as the fitness scores of the GA. Each classifier is assessed using the default and tuned hyperparameters.

Results demonstrate the robustness and predictive efficiency of the SVC, as this classifier is able to filter out all random noise. The features most frequently selected as relevant to the target value are physical attributes of the dogs, including age, body condition score, weight, and sex. The paw area, average pressure, and their respective standard deviations, along with impulse, are chosen as the second most frequently selected features, particularly by the KNN and SVC.
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1 Introduction

“To his dog, every man is Napoleon; hence the constant popularity of dogs.”
—Aldous Huxley [1]

1.1 Motivation

Although dogs are considered to be man’s best friend, we cannot always understand and comprehend their needs or ailments. This fact becomes even more apparent when an animal is in pain and even the best veterinarians are unable to determine the cause of a dog’s discomfort. Aside from obvious diagnoses such as superficial wounds or infections, some diseases are much more difficult to detect, even with the advancement of modern technology such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI), available not only for humans but also for animals. While these advanced imaging techniques allow for non-invasive diagnosis, they tend to present the challenge of handling a live animal in a confined space such as an MRI tube, while keeping the body part being examined as still as possible [2].

In many cases, the solution is to sedate the animal and add stress to an already sick or injured patient in order to obtain a medical diagnosis. Other drawbacks of these imaging technologies are the relatively high investment costs for equipment and maintenance, training and education of medical staff, as well as the regulatory nature and legal obligations when it comes to handling radioactive pharmaceuticals in general [3].

Furthermore, the limitations of some of these imaging practices should be considered, for example contortions of the images or disturbances caused by foreign metallic objects like pet identifying chips implanted in dogs and cats [4]. Since veterinarian organizations also have to be able to compete economically, acquiring the described types of equipment and machinery could be hindered by their high costs [5].

Clearly, these practices are predominantly used for more severe cases of illnesses and diseases in all sorts of animals. Beside disorders of skin, digestive tract, eyes, ears, and teeth, diseases of the musculoskeletal apparatus account for one of the prevalent reasons dog owners bring their canines to a veterinarian facility. The affected body parts include
muscles, joints, and bones and can be categorized in the orthopedic division of veterinary medicine and are responsible for about 8-17% of disorders veterinarians diagnose [6, 7]. The most common ones of these being fractures, arthritis, especially in older dogs [8], luxations, ligament ruptures and lameness. [9] states that 41% of the ladder are of unclear diagnosis and as a result, clarifying the cause is not pursued any further. The negligence of clearing up the causes for lameness could then potentially lead to a decline in health condition in the future if not treated adequately.

1.2 Goals

The primary objective of this thesis is to investigate an alternative approach to diagnosing dogs with orthopedic problems using gait data and machine learning techniques. This study aims to address key research questions related to the effectiveness of feature selection and the predictive performance of different machine learning classifiers in identifying orthopedic issues in canines. The first research question investigates which machine learning classifier—among Logistic Regression, K-Nearest Neighbors, and Support Vector Classifier—exhibits the highest predictive performance for diagnosing ill dogs based on extracted features from the gait data. The second research question seeks to determine what conclusions about a canine’s orthopedic health can be drawn from feature selection in a canine movement analysis. Specifically, this involves identifying which features are deemed most relevant through the application of genetic algorithms for feature selection.

The objective of this thesis is to contribute to the development of more accurate and efficient diagnostic tools for canine orthopedic health, with the ultimate goal of enhancing the quality of veterinary care. Furthermore, this thesis aims to increase insight into the predictive accuracy of detecting ill dogs using machine learning algorithms.

1.3 Thesis Outline

Chapter 2 establishes a foundation of all the relevant theoretical groundwork regarding the topic of feature selection with the help of evolutionary algorithms. Furthermore, it addresses the data source and acquisition process. Chapter 3 discusses related works regarding the topic of feature selection and evolutionary algorithms, as well as the theoretical foundation on canine biomechanics and movement dynamics. Moreover, the chapter reviews related works on the topic of canine gait analysis using different technical devices. The structure and execution of the conducted experiments are explained in depth in Chapter 4. The results and findings of these experiments are presented and evaluated.
in Chapter 5.
Finally, Chapter 6 will summarize the thesis and give an outlook for possible future work.
2 Theoretical foundation

This chapter provides an examination of the foundational knowledge essential for this thesis. It encompasses optimization techniques such as evolutionary algorithms and feature selection, as well as fundamental terminology related to canine gait. Additionally, it offers a concise overview of the data source utilized for the experiments.

2.1 Optimization Methods in Data Analysis

This chapter examines the domain of optimization methods in data analysis, with a particular focus on evolutionary algorithms and feature selection techniques. Evolutionary algorithms offer a computational approach, inspired by natural selection, to explore solution spaces to identify optimal solutions in complex optimization problems. Additionally, feature selection is presented, a data preprocessing technique that aims to identify and retain the most informative features while discarding redundant or irrelevant ones.

2.1.1 Evolutionary Algorithms

In the following, a brief overview and description of Evolutionary Algorithms and genetic algorithms in particular will be given. Then, the characteristic components of GAs will be presented in detail.

Evolutionary Algorithms (EAs) are a set of computational optimization techniques that simulate the process of natural evolution, as described by Darwinian theory. This class includes Evolution Strategies, Evolutionary Programming, and Genetic Algorithms (GAs). GAs were first introduced by Holland in his work 'Adaptation in Natural and Artificial Systems' in 1975. They are used to solve optimization and search problems where the optimal solution is unknown and exploring the entire solution space is infeasible. GAs represent each potential solution as a chromosome and assess the quality of each solution using a problem-specific fitness function. GAs iteratively improve the population
through iterative generations of selection, reproduction, and evaluation, converging towards optimal or near-optimal solutions for the given problem. Due to their parallelism and universality, GAs are often superior to traditional algorithms when dealing with complex problems [10].

Genetic algorithms use terminology derived from biology to describe their processes. A GA begins with an initial population of potential solutions, referred to as ‘chromosomes’ or ‘individuals.’ These are typically represented as binary strings, although other data structures, such as real-valued vectors, are also possible. Initialization of the first generation is often random to avoid any bias in the beginning. By incorporating a random component into the GA, some solutions may fall outside the space of valid solutions for the specific problem domain. It is up to the user to define how the genes of a chromosome translate to the specific problem domain, as the algorithm itself cannot achieve this. A chromosome is composed of multiple ‘genes’, represented as 0 or 1 in binary encoding. Each gene can be considered a feature of the particular solution with unique characteristics, depending on the solution space. The fitness value of each chromosome is evaluated by a fitness function in each iteration or generation of the algorithm. The selection mechanism gives a higher chance of reproduction to solutions that are the fittest in their respective generation with respect to the specific optimization objective(s). A fitness function assesses the individual fitness value. The chosen individuals then become parents for the next generation. Depending on the algorithm’s implementation, parent individuals may also persist in the next generation. This process simulates natural selection by favoring the reproduction and survival of the fittest. Offspring are created by applying genetic operators, such as crossover and mutation, to two parent chromosomes. Crossover rearranges blocks of genes from the parents to create offspring with genes from both parent chromosomes. In that way, new combinations of solutions are generated and that region of the search space is exploited. To ensure variation and diversity in the solutions, the mutation operator randomly flips genes in a chromosome with a low probability. This guarantees exploration of the search space. However, GAs perform well in finding a balanced trade-off between exploring promising solution regions and exploring the whole space, which tend to be competing objectives. This process is repeated until a satisfactory solution is found, or termination criteria are met. Termination criteria may be based on computational hardware or time limitations, or the maximum number of generations reached. In the final generation, a set of potential solutions is presented, making GAs a robust approach to optimization problems compared to single-solution optimization methods [11].

When implementing a genetic algorithm (GA), it is necessary to set parameters which vary greatly depending on the specific problem being optimized. These parameters include probabilities for crossover and mutation, as well as population size. Although generation
size as a termination criterion can impact the performance of the GA, it is not further examined here. It is important to note that no generalization for the values of the parameters can be drawn, since they highly influence each other. Therefore, the parameters cannot be chosen arbitrarily, but rather must be optimized with respect to the overarching objective(s). The probability of crossover affects how likely it is for chromosomes to undergo the genetic crossover operator. The mutation probability sets the rate at which a gene is subject to random alteration. In binary encoded chromosomes, this translates to a simple bit flip [12].

There are two approaches to optimization problems: single-objective and multi-objective optimization. Single-objective optimization aims to optimize a single criterion, such as minimizing the total distance traveled in a route planning algorithm. Since the goal is to optimize a single objective, the problem is called a global optimization problem. The fitness function quantifies how well a proposed solution performs in regard to that single objective goal.

Multi-objective optimization involves multiple (often conflicting) objective functions, such as maximizing fuel efficiency while minimizing costs in car manufacturing. The goal of optimization is to find a set of solutions that provide a trade-off, where no objective can be increased without worsening the other. These solutions are known as Pareto optimal solutions. Fitness functions in multi-objective optimization problems incorporate a metric to compare solutions based on their performance across multiple objectives. Therefore, the metric may indicate similar fitness values for multiple potential solutions, even if the objective functions in the solutions differ [13].

The first step of a GA is to create the initial population. This is often done randomly to avoid any bias an informed or predetermined starting population could introduce. Then, each chromosome is evaluated and the fittest ones with the highest fitness value are selected for reproduction. The selection of the most fit individuals is performed by selection operators. One of the most common selection techniques is the tournament selection, which randomly chooses some \( n \) chromosomes from the population and selects some number of the fittest chromosomes. There also exist other techniques, like the roulette-wheel selection, which favors individuals with relatively higher fitness than the population average. It assigns each of the chosen \( n \) chromosomes their proportional share of the roulette-wheel to the ratio of the individual’s fitness and the average fitness of the population. The choice of the selection technique has a great impact on the algorithm’s performance, since a trade-off between exploration and exploitation happens [13].

The selection techniques employed do not guarantee the retention of the optimal solution in the subsequent generation. Consequently, ‘elitism’ can be implemented. This mechanism entails the preservation of the optimal solutions, regardless of the outcome of the selection algorithm [10].

Subsequently, genetic operators such as crossover or mutation are applied to the selected
chromosomes. One of the fundamental crossover operators is single-point crossover, which represents a form of recombination between two parent chromosomes. The two parent chromosomes are randomly cut at a specific gene, after which the cut-out portion of one parent is recombined with the other parent. Mutation operators in binary-encoded problems are relatively straightforward to perform, as they entail a single bit flip of a randomly selected gene in an individual. Another mutation operator is the switching of two different genes in a single individual [14].

The evaluation of an individuals’ fitness can be done by a metric or function that states the goodness of the presented solution. A higher fitness therefore means higher chances of reproduction for that chromosome. In many cases, the fitness function of single-objective optimization problems can be directly derived from the objective function, since it represents the quantifiable optimization goal. In multi-objective problems, the fitness function has to factor in multiple objective functions to quantify how well a presented solution accomplishes those goals [13].

In optimization problems involving classification, the goal is to create a model to accurately categorize input data into predefined classes or categories based on the features of the data. During model training, the model is given input variables and their associated target. After model training, the performance is evaluated on a separate test dataset using evaluation metrics such as accuracy, precision, recall, or F1 score.

In binary classification problems, there are four possible outcomes of classification: true positive (TP), false positive (FP), true negative (TN), and false negative (FN). TP and TN occur when the model correctly predicts a positive or negative instance, respectively. FP and FN occur when the model incorrectly classifies an instance as the opposite case.

Accuracy measures the proportion of correctly classified instances out of the total instances in the dataset. It is a commonly used metric for evaluating classification models.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Precision measures the proportion of true positive predictions out of all positive predictions made by the model.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall measures the proportion of true positive predictions out of all actual positive instances in the dataset.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

F1 score is the harmonic mean of precision and recall and one of the most commonly used
classification metric. It provides a single metric that balances both precision and recall, making it useful for evaluating models when there is an imbalance between positive and negative instances [15].

\[
F1 \text{ Score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Model training and evaluation is repeated until the metric reaches a satisfying result. Then, the model can be used to predict class labels of new, unseen data based on the learned patterns and relationships [16].

### 2.1.2 Feature Selection

The exponential growth of data presents both opportunities and challenges for data-driven industries. While the abundance of data promises valuable insights and opportunities for innovation, it also poses significant challenges, particularly in managing and extracting meaningful information from vast and complex datasets. As the volume of data increases, so too does the computational burden associated with processing, analyzing, and interpreting it. Furthermore, the presence of redundant, irrelevant, or noisy data serves to aggravate these challenges, with the potential consequence of decreasing model performance and decision-making [15].

Feature selection is a process in machine learning and data analysis whereby the most relevant features or variables are identified from a larger set of available features. The objective of this technique is to enhance the performance of the model, prevent overfitting, and facilitate interpretability by selecting a subset of features that contribute the most to the predictive power of the model. At the same time, it aims to discard irrelevant or redundant ones which provide no additional value in solving the problem at hand. Feature selection is of value for a number of reasons. Firstly, it helps to simplify models by reducing the dimensionality of the input space, which can lead to faster training times and lower computational costs. Furthermore, it enhances the model’s generalization capacity by concentrating on the most informative features, thereby reducing the probability of overfitting to noisy or irrelevant data. Moreover, feature selection enhances the interpretability of the model by highlighting the key factors driving the predictions [17].

However, feature selection presents its own set of challenges, particularly in large-scale datasets, where the combinatorial explosion of feature subsets makes the task of identifying the optimal subset computationally expensive. Determining which features are truly useful and which can be safely discarded without sacrificing predictive performance is an NP-hard problem. The issue becomes even more complex when considering that certain feature subsets are more effective for specific classifiers [18, 19].
Feature selection encompasses three main approaches: filter methods, wrappers, and embedded methods. Filter methods assess the relevance of features directly from the underlying data and independently of the chosen model. These techniques evaluate features based on statistical measures or tests, such as correlation coefficients, information gain, or relevance, in order to rank or select them by their importance. The main advantage of the filter approach is that it is computationally less expensive than the other approaches. The issue with this approach is that redundant features cannot be discarded in this manner, as they are ranked in the same order. When only one feature is being discarded at a time, the other redundant features that might also rank the same remain in the feature subset [20].

The wrapper approach entails integrating feature selection directly into the model evaluation process. In contrast to filter methods, which assess features independently of the selected model, wrappers evaluate subsets of features based on their performance within the context of a specific model. This iterative process typically involves selecting a subset of features, training the model using only those features, and evaluating the performance of the model based on a predefined metric, such as accuracy or precision. The subset of features that maximizes the performance metric is retained, and the process continues until a stopping criterion is met. Wrappers provide a more accurate assessment of feature importance compared to filter methods, but they are more computationally expensive, as they require training and evaluating the model multiple times for different feature subsets.

Evaluation of the model can include multiple objectives like a predefined metric of the model as well as the number of chosen features. Here, a higher score on the metric and a lower number of features would be an ideal solution [19].

The search for a subset can be conducted in a naive manner, analogous to the greedy forward search. In this approach, the subset is initiated with a randomly selected feature from the total subset. Subsequently, another feature is incorporated into the subset in each iteration, and the predictive capabilities of the model are evaluated. This process is repeated until the next feature added results in a decrease in performance. The reverse counterpart of this method is called backward elimination. It begins with all features included in the subset, and then iteratively removes a random feature until the stopping criterion is met. In the worst case, the complexity of these heuristics degrade by a factor of $O(n^2)$ with $n$ being the number of features [19].

Given that the feature subsets can be described as strings of 0s and 1s, with the value indicating whether the feature is included in the subset, it is possible to incorporate more sophisticated search heuristics like a combination with a GA. Firstly, the modification of the feature subset string is of great interest. During the alteration of the subset string, the convergence of the solution may be accelerated if multiple features are added or disregarded in a single iteration, compared to forward selection or backward elimination described earlier. Secondly, it is also important to consider the termination criterion.
This could be, for example, until no improvement in performance is observed with the addition of features, until the search space is exhausted, or until some runtime limitation is reached [21]. Embedded methods integrate elements of both filter and wrapper methods. Incorporating feature selection within the model training process, these methods select features based on their contribution to model performance during training. Techniques such as Lasso regression and tree-based algorithms implement embedded feature selection by imposing penalties or pruning irrelevant features. This enables the simultaneous training and selection of models, thereby leading to more efficient and accurate models. One example for embedded methods is the Recursive Feature Elimination for Support Vector Machines, which iteratively trains an SVM classifier and keeps only the most important features based on the weights of the SVM solution [15, 20].

2.2 Canine biomechanics

Canine gait and biomechanics are essential aspects of understanding how dogs move and function. By examining the sequences of leg movements and the underlying biomechanical principles, insights into their locomotion capabilities can be gained and a theoretical knowledge foundation is established.

Gait is defined as a 'series of repetitive motions' [22] consisting of multiple strides. Each stride has a distinct step cycle each limb performs. A step cycle comprises a stance phase and a swing phase. The stance phase is the contact time between paw and ground, whereas the swing phase is the time of the paw being airborne.

Different canine gaits are characterized by distinct patterns of leg movements, known as paw sequences. In the following, the paw designations shall be abbreviated as follows: front right - FR, front left - FL, back right - BR, back left - BL. These sequences, such as RF, LH, LF, RH for the ‘walk’, correspond to specific combinations of leg support during movement. To allow for controlled movement, especially at slower speeds, multiple paws are in contact with the ground at the same time. If that is the case, the set of paws in stance phase, i.e., touching the ground, are called ‘supports’ [23]. Dogs typically transition between these support patterns, ensuring that ideally three paws are on the ground for maximum stability. These gait patterns, including walk, pace, and trot, serve various purposes, from conserving energy during walks to achieving faster speeds.

The walk is the most energy conserving gait, with at least two paws on the ground all the time and three or four paws at some times. The center of gravity in a slow walk is maintained somewhere within the triangle that three of the paws form, enabling the fourth paw to move freely without tipping the rest of the body. When accelerating, the center of gravity cannot be maintained within that triangle and shifts towards the free
paw. This causes the rest of the body to ‘fall’ onto that side of the fourth paw, forcing it to cushion the landing [23].

At that point, a lot of dogs alter their gait to the pace, which is slightly faster than the walk but less tiring as the legs on the same side move forward almost simultaneously. Both the walk and pace are symmetrical gaits, since each limb pair copies the other side in the following movement. One downside of the pace is the missing support of the opposite side during a step. For instance, when both FL and BL touch the ground, center of gravity causes the dog to lean towards its right side. Then, FR and BR move forward to counterbalance falling to the side, resulting in left-sided tilting. As a consequence, the dog sways sideways, which is energetically suboptimal [23]. The further apart the legs are, the more the dog sways due to a longer leverage. This gait can be slow with momentarily all four paws on the ground, or faster with a brief flight phase.

Another gait is the trot, where diagonally opposite limbs, e.g., (FR+BL) or (FL+BR), are moved at once, which is less tiring than the pace but also slower. This gait is mostly used in orthopedic evaluations as it is symmetric and a planted leg carries weight without support of the opposite leg [22]. Thus, instabilities or asymmetries, which can be indicators of muscular or orthopedic conditions, are easier to detect [22].

Causes for disruption of the movement apparatus, like lameness, can arise from limited range of motion of joints or injuries of tissue involved in the movement. Other factors that have an impact on the quality of canine movement are surface, incline, and curvature of the pathway. In most healthy dogs, the front limbs typically bear approximately 60% of the body weight when walking on a horizontal surface, while the hind legs carry 40% [22]. When walking uphill, that allocation shifts more towards the hind legs, which then take over as the main propulsion force. That is one of the main reasons why gait analysis is most significant when performed on an even ground. Treadmills are considered a special case in canine gait analysis as the ground moves beneath the center of gravity as opposed to ‘normal’ overground movement where it is vice versa [22]. Furthermore, [24] states that horses show significant differences in movement compared to normal overground motion. As this phenomenon is not yet investigated thoroughly in dogs, this area requires further research in the future.

For many years, dogs have lived alongside humans, allowing humans to influence the development of dogs. Different dog breeds exhibit unique biomechanical adaptations suited to their environment or working purposes. For example, breeds in northern regions may have insulating fur to withstand cold temperatures, while retriever dogs feature webbing between their toes for efficient swimming. As a result, different dog breeds vary in conformation. This includes different body characteristics and forms relative to other parts of the body but also shape and symmetry. Some breeds may even possess a pleasing gait style reminiscent of horses, or develop gait abnormalities in order to compensate for anatomic abnormalities. An example would be a skewing gait for dogs with long hind
limbs. When a hind leg swings forward to take a step, it is possible that the hind leg might touch the front leg on the same side when the front leg does not move fast enough. To not impede its own gait, some dogs walk slightly sideways to allow the hind leg to reach next to the front leg [23].

Modern techniques provide detailed insights into canine locomotion. There are two distinct categories of gait assessment techniques, kinematic and kinetic analysis. Kinematic analysis ‘quantifies the positions, velocities, accelerations, and angles of anatomic point, segments, and joints’ [22], i.e., without directly including forces in the evaluation. Kinetic analysis evaluates forces, impulses, and pressure distributions exerted during movement [24]. These techniques allow researchers to study subtle variations in gait and understand how different factors impact canine locomotion. For kinematics, variations in anatomy, skin movements and other uncertainties can be introduced, resulting in limitations of data interpretation. In kinetic analysis, factors like surface or material of the walkway can have an impact on the measurement [24]. Disadvantages of force plate-based kinetic analysis are the limited stride length-measuring capabilities, a complex study setup and evaluation, and high costs [25]. Some of these detriments are eliminated by pressure sensing techniques, which on the contrary come with their own disadvantages, for instance the loss of force dimension separation [25].

In canine rehabilitation, gait analysis plays a crucial role in assessing movement patterns and identifying abnormalities. By analyzing repetitive motions and evaluating the stance and swing phases of each leg’s step cycle, clinicians can detect issues such as lameness or joint dysfunction. Symmetry in gait is particularly important for maintaining a healthy locomotor system and overall well-being. But nonrepetitive motions too can give valuable insight into an animal’s health status. Motions like the start of a movement or jumping are not only executed with a bigger range of motion but also with some of the highest forces throughout the entire movement [22].

Visual gait analysis performed by veterinarians is not able to discern these nuanced details as reliable as with the help of modern technologies [25]. Therefore, development of diagnosis systems aiding physicians is imperative to enhance diagnosis quality in the future.

2.3 Data Source

The measurements of the dogs were performed by the University of Veterinary Medicine Hannover (TiHo) since the project is a cooperation between the Otto-von-Guericke University Magdeburg (OvGU) and the TiHo. The study uses two different groups of dogs for data collection. The first group consists of healthy dogs kept at the TiHo as clinic dogs. The second group consists of injured or ill dogs that are treated as patients at the
TiHo clinic. Their owners have voluntarily agreed to have their dog’s gait measured after receiving treatment. During the measurements, the owners accompany their dogs, but under the supervision and guidance of TiHo staff, while clinic dogs are led by TiHo staff. The data is measured by a 200 Hz pressure sensor mat that the dogs walk across from one end to the other while being led on a leash. When the dog leaves the end of the mat, that particular gait is completed. The handler then turns the dog and themselves around, preparing the dog for the next walk in the opposite direction. The handler never touches the mat and walks along the exact same side of the mat for each walk. This, combined with the alternating starting side of the mat, ensures that any bias in the data caused by the dog leaning to the handler’s side of the mat is evened out over multiple gaits. Each dog is measured twice, with one measurement being as slow as possible without allowing the dog to come to a complete stop ("walk"), and the other being a fast trot within the dog’s range of motion, however, no running is allowed. Each of these two measurements consists of several walks, which averages out to 5.57 walks per dog for the trot. The scope of this thesis focuses solely on the trot dataset, as it was found to be the more reliable and larger in terms of the total number of walks measured.

The trot dataset consists of 197 dogs with a total of 1097 measured walks. Of these 197 dogs, 52 healthy dogs performed a total of 306 walks and 145 sick or injured dogs performed a total of 791 walks. To filter the data set for faulty walks, each walk is considered as a single data point and validated to ensure the reliability of that particular walk. An in-depth explanation on data validation can be found in Section 4.2. Each gait is then labeled with the corresponding medical status of the measured dog.

The number of walks performed in both directions may vary for each dog, depending on factors such as gait quality, cooperation, and the patient’s level of pain. Handling of potentially erroneous data is done later in the data preparation process, as explained in Section 4.2. Importantly, the measurement process remains consistent across both groups.

Additional patient information is also recorded, including height, weight, Body Condition Score as a measure of obesity, breed, sex, spay/neuter status, pain level, and any diagnosed medical conditions, if available, and linked to the dog’s corresponding sensor pressure data.
3 Related Work

This chapter explores two key areas that this thesis combines, namely canine gait analysis and feature selection, with a focus on evolutionary algorithms for building predictive classification models.

3.1 Canine Gait Analysis

The detection of musculoskeletal diseases in dogs can often be subjective and biased, not only by experienced veterinarians, but even more so by dog handlers, who may not recognize a potential disease until the animal shows clear signs of discomfort, such as limping, lameness, or tenderness in the affected limb. At this point, other negative, potentially irreversible health effects may occur, resulting in further deterioration of health. Additionally, the treatment of the advanced disease may prove to be more difficult at a later stage comparatively to treatment at an earlier stage of development.

To address the earliest possible detection of orthopedic conditions, many studies have investigated the analysis of canine gait by either focusing on the pressure exerted by the paws on special force/pressure sensing devices, such as force plates or pressure mats [26–29], or by looking at the angular movement of limbs and joints during locomotion [30, 31]. The reviewed existing work can be classified in multiple categories. The first category includes studies which examine healthy dogs of the same or different breeds and compare them in their analysis. Same-breed studies provide baseline data for that specific breed [26, 32]. Whereas multi-breed studies compare breed-optimal movement patterns between different breeds. To what extent they are comparable and what variables influence these comparisons is based on healthy individuals [33–35].

[26] studies the back motion of German Shepherds (GS), combining both angular motion captured by multiple cameras with reflective markers at key anatomical locations, and force data measured by force platforms integrated into the surface of the walkway floor. In contrast to the method proposed in this thesis, where step detection is automated, the previous study uses manual step detection by marking the matching time frame in the video to align the video data, and thus the 3D motion, with the measured force data. [32] studies only the left limbs of healthy greyhounds using two force plates two meters
apart to evaluate the variance in the forces and impulses recorded, as well as the influence of different handlers guiding the dogs throughout the measurement. Since the handlers account for only 0-7% of the variance in the data collected [32], the influence of different handlers is ignored in the underlying data set of this thesis.

While [33] concludes that GS and Labrador Retriever (LR) dogs have major differences in their 2D angular body model derived from bone measurements based on anatomical markers, limb weight-bearing and gait parameters are mostly similar after normalizing for dog size and weight. Moreover, the paper states that there appear to be genetic predispositions that result in different anatomical structures, such as the center of pressure being closer to the head in LR dogs than in GS dogs.

In contrast, [36] analyzed seven different breeds with at least five healthy individuals each. Despite normalizing peak vertical forces, vertical impulses, stance times, and the ratio of forelimb impulse to total impulse, they concluded that comparison may not always be recommended due to fundamentally different body conformations, one exception being the case of reference groups that share body dimensions such as height, limb length, and weight.

Another study has come to a similar conclusion that the measured gait data in dogs cannot be compared as easily as in other species of animals due to the wide variety of canine body conformations [27]. According to dynamic similarity, a principle which states that animals of the same species can have similar movement characteristics regardless of their size ratios, gait data is mostly similar when biological and morphological differences such as relative preferred speed, stride frequency and length, and body mass are accounted for [37]. Therefore, studies in this field of work use ratios between limbs [35, 38], similarity indices [28, 39], or normalization for various earlier mentioned morphological variables [29, 40].

This section pertains to studies that investigate dogs with musculoskeletal disorders such as hip dysplasia (HD), osteoarthritis, or ligament ruptures. The studies aim to derive non-invasive and accurate methods of identifying and diagnosing these diseases using various techniques [28, 31, 41]. These include angular-based, pressure-/force-based methods, or a combination of both [29].

Studies that utilize pressure walkway systems to detect lameness have found that temporospatial and kinetic variables, such as peak vertical force (PVF), vertical impulse (VI), and paw contact area (PCA), measured on a pressure sensor walkway or plate are effective in identifying a lame limb. These variables tend to be significantly lower in the lame limb compared to the non-lame limb [28, 42].

Symmetry indices or ratios comparing same-side or lateral-side limb pairs are effective in identifying lameness. In this case, pressure sensor walkways are favored instead of force plates, as the former is able to measure load on the paw with a higher resolution and across a wider range of the walkway, resulting in valuable information about a paw’s
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weight-bearing change over time and distance [42].

Similar to the method proposed in this thesis, gait variables such as stride length or PCA were calculated based on the distance between sensor cells or the number of activated sensor cells, respectively.

Multiple studies incorporate some form of video recording of the trials, either to detect invalid trials based on predefined exclusion rules [41] or to analyze angular limb and joint movement on video [30] or in a 3D model of the dog [31]. Capturing the measurements on video for validation purposes could prove as a great overhead, considering acquisition, setup, and calibration of the equipment, and evaluation of video data. This could limit the practicability of using video as a diagnostic system in real-world applications. While 2D videos are easier to handle and cheaper, 3D models of the research participants provide more in-depth information about the subject at hand [43].

In a carefully arranged study setting, it is easier to ensure lighting conditions and detectability of attached markers on pivot anatomical locations compared to real-world diagnosis environments.

Furthermore, reflective markers are attached to the skin or fur, causing imprecision due to skin movement, which can affect accurate joint and bone monitoring [31].

One study incorporates both 3D video analysis and force plate data to evaluate methods of HD treatment. However, the results indicate that kinematic data and force plate data, e.g., peak force or stride length, alone could potentially be sufficient in detecting dogs with HD [41]. While omitting the 3D video analysis would remove the visual component of the evaluation, it would also reduce the overall study overhead and complexity.

One alternative method for evaluating canine gait patterns is through the use of small wearable motion sensors attached to the dog’s limbs [40, 44]. These sensors can automatically detect single steps performed by a specific leg and distinguish between different gait patterns, such as walking or trotting. Those devices are not only affordable but also capable of accurately detecting the exact moments of placing and lifting of the paw based on angular velocity and acceleration of the gyroscope signal of the wearable with an accuracy of 99.92% [40]. However, the authors of the study concede that limb-mounted wearables greatly impair the walking pattern greatly initially after attachment. They affirm that after a short period of habituation, all canines revert to their previous gait style [44]. Additional research is necessary to determine if wearables could potentially bias stride in an imperceptible way.

In summary, when evaluating canine gaits, both angular and kinematic strategies provide objective and scientifically sound data. However, angular strategies may not be as feasible in real-world scenarios. Pressure- or force-based technologies may require normalization or the use of ratios or indices to compare data between multiple individuals, as some studies have concluded. Pressure sensing plates are becoming more commonly used in recent studies because they provide insights into how force is distributed over time and also
offer more spatial information than force plates. However, force plates have the advantage of being able to measure additional data, such as center of pressure or force vectors, in addition to vertical forces. Wearable inertial sensor devices have the potential to enhance gait analysis and could serve as a supplementary or even a substitute technology for well-established sensors.

3.2 Feature Selection

This section will examine existing works on various feature selection (FS) methods, with a particular focus on those that integrate evolutionary algorithm techniques. FS is a pre-processing technique used in data mining and machine learning applications to include only relevant features in the main processing stage, with respect to the overall data mining or machine learning objective. Determining whether a feature is relevant to the target and belongs to the optimal feature subset is an NP-hard problem [15].

FS is a crucial step in data analysis that holds immense value across diverse domains. FS involves selecting the most relevant features from a dataset while discarding irrelevant or redundant ones. This not only enhances model performance but reduces computational complexity. This technique finds applications in a wide array of fields, such as credit rating [45], iron ore quality monitoring [46], face recognition [47, 48], spam detection [49], video data classification [50] and bioinformatics [51].

[52] employs a correlation-based filter approach to identify ‘good’ features for the optimal feature subset. A feature is considered ‘good’ if it exhibits high correlation with the target value/class, but not with other features. The paper cited above measures correlation using symmetrical uncertainty, which quantifies the shared amount of information between two variables, and a proposed concept called ‘predominant correlation’ that integrates redundancy between two relevant variables.

[17] presents various statistical methods for filtering relevant features in their work. The present features can be ranked using criteria such as R^2, Pearson correlation, or mutual information, and the best performing features are used for model training.

Filter methods are computationally faster than wrapper methods and less prone to over-fitting. However, they do not consider the classifier used during the training phase and might overlook possible feature interactions. It is possible for a feature that seems irrelevant based on some ranking criteria to become relevant when taken with one or more other features. The same applies to two irrelevant (ranked) features which in combination might be useful [17].

Combining filter and wrapper approaches can help avoid missing presumed irrelevant features. This can be achieved by prefiltering and selecting the final feature subset through
following wrappers, as demonstrated by several studies [45, 51, 53, 54].

[51] utilized the F-score and information gain methods before employing wrapper methods, specifically a combination of backward elimination and forward selection. To estimate the discrimination ability of feature subsets, an SVM was trained simultaneously until accuracy decreased. The best performing subset was then determined to be the overall best solution.

In [53], a comparison was made between a simple genetic algorithm (GA), a hybrid filter-GA method, a forward search, and a backward elimination on both artificial and public-domain datasets. The hybrid method used a class separability metric as the filter and a GA as the wrapper. The GA’s fitness was determined by a Naive Bayes’ estimate of accuracy on the generated feature subset. A different study employs a combination of measures for both information content of each feature and its extraction cost and classification accuracy of a decision tree classifier [54].

[45] utilizes information gain to prefilter the initial feature set and propagates the best ranked features to a GA wrapper. The GA wrapper employs three different classifiers: K-nearest neighbor (KNN), Naive Bayes, and SVM. These classifiers are tested with 10-fold cross-validation, and the averages are presented.

Although the hybrid approach performs similarly or better than the straightforward wrapper approach in terms of computation time and accuracy on larger data sets, it may negatively impact performance on smaller or lower dimensional data sets by disregarding features that are supposed to be irrelevant during the filter stage.

Apart from the hybrid method, some work focuses on the wrapper as the sole feature selecting meta-heuristic. One study, trying to enhance performance in facial recognition systems, uses a GA with KNN as chromosome fitness evaluation after image processing and feature extraction [48].

Thus far, only single-objective feature selection studies have been considered. However, some studies address multi-objective feature selection, where minimizing feature subset size is just as important as maximizing classification accuracy. One study utilized a fitness function that considers both classification accuracy and the number of features in the subset. Additionally, they used a mutual information metric to compare the selected features and the proportion of selected features in each solution [47]. A study on multi-objective feature selection utilized the NSGA-II algorithm to obtain a non-dominated feature subset. The selected features were then evaluated using various multi-label classifiers on video data [50]. The objective was to maximize prediction accuracy, as measured by different multi-label classifiers, while minimizing the number of features used.

The multi-objective approach can reduce the size of feature subsets while maintaining high prediction accuracy. However, it often requires problem domain-oriented knowledge to weigh objective factors or thresholds, and it has a higher computational cost.
In this thesis, a GA-based wrapper approach is applied to the feature selection problem of canine kinetic data measured on a pressure sensing walkway. This study is unique because it combines the feature selection problem in the domain of canine gait analysis.
4 EA-based Feature Selection on Canine Gait

This chapter explains the evolutionary algorithm-based feature selection approach. Furthermore, it covers the data preparation process, which includes data visualization and paw detection as the foundation for the subsequent feature creation, and the feature construction itself.

A GitHub repository of the code base can be found here\footnote{https://github.com/nonajet/BA_Jonas_Seib.git}. The code is written in the Python programming language (version 3.8). Additionally, the scikit-learn and sklearn-genetic-opt libraries were used for the experiments.

4.1 Evolutionary Feature Selection Approach

In order to address the research questions, the dataset must first be prepared and preprocessed. This involves the detection of the paws from the raw data, which is necessary for creating features associated with the paws. The created dataset consists of these extracted features, along with the dogs’ medical records and body measurements. Following this, experiments are conducted using a genetic algorithm (GA) for feature selection. The GA searches for the minimal subset of features needed to predict a sick dog using specific machine learning classifiers. The classifiers employed are Logistic Regression (LR), K-Nearest Neighbors (KNN), and Support Vector Classifier (SVC). Each classifier is run twice with the GA, once with the default hyperparameters from the scikit-library and once with tuned hyperparameters using a partition of the data. This is done for two reasons. Firstly, this method allows the impact of feature selection on the prediction performance of default classifiers to be observed. Secondly, it is possible to achieve a higher overall performance when combining feature selection with hyperparameter tuning [55]. In order to ascertain whether the GA is capable of identifying and discarding irrelevant features from the subset, random features are incorporated into the data set as noise. The classifier’s performance is employed as a metric to assess the fitness of the
feature subsets proposed by the GA. The change in predictive performance between different proposed feature subsets is evaluated by comparing the classifier’s performance when trained solely on that specific subset. The GA is executed multiple times with identical hyperparameters and settings for each classifier, thereby enhancing statistical significance and preventing local optima from exerting too much influence on the final outcome. By analyzing which features are repeatedly selected for the minimal subset, conclusions can be drawn about the most important or overall relevant features, contributing to a higher accuracy. Another area of interest is the final predictive capability of the classifier when using the identified minimal subset in combination with optimized hyperparameters. This could provide insight into the introductory question of which classifier is most effective at recognizing a sick dog based on its gait and medical features. This analysis facilitates the identification of the critical features essential for the accurate prediction of a sick dog.

4.2 Data Preparation

In this thesis, all the runs of each dog during a single measurement are organized into a single XML file. This file follows a specific structure, as illustrated in Figure 4.1. Each movement, which corresponds to a walk from one side of the mat to the other, is uniquely identified by a gait ID. The raw data captured consists of pressure values measured by the pressure sensors embedded in the mat. These values are recorded only in areas where pressure, such as from the dog’s footsteps, is detected. Additionally, for each matrix representing one two-hundredth of a second, the starting point on the entire mat is saved as an offset relative to a fixed corner of the mat. This allows for precise tracking and analysis of the movements of the dogs during the measurement process.

4.2.1 Visualization

The process of data preparation finds its foundation in the visualization of the underlying data to enhance understanding, validate the quality of the given data, and produce ideas on which potential features could be extracted from the gait analyses. The explanation about the feature structure is covered in-depth in 4.2.3. The visualization consists of three different views, which all present the data in different contexts in terms of time or location of the data.

Firstly, there is the visualization of the matrix data (‘local’) which is the raw data and can be considered an excerpt from the overall mat, depending on where the pressure sensors quantify pressure being exerted. As shown in Figure 4.2, the distinct single paws
are visible in the form of imprints on the violet background that is the part of the mat unaffected or not touched by the dog, respectively. The color differences between the paw imprints on the local view and their respective enlargement originate from the fact that each pixel is automatically colored according to the sensor pressure cell value (in $N/cm^2$) relative to the other pressure values present. Hence, resulting in few pixels in the local view potentially dominating the color spectrum, like in Figure 4.2 happening for the back left paw, clearly visible with the single yellow pixel on the pad of the paw. This color domination is mitigated when each paw is individually visualized like in the enlargements, where smaller differences in pressure data for a single paw are more perceptible.

Secondly, a local matrix can, when combined with the according offset for the positioning on the whole mat, be embedded in a global view (Figure 4.3) which, over time observed, represents the absolute position of the dog on the mat at a given instant. Here, the color spectrum is also determined by the greatest relative pressure value measured.

Lastly, the total view stacks all global views from one gait on top of each other to provide insight into the pathway taken and other factors like rectilinearity of the walk or to what extent hind paws follow in the steps of the front paws. Towards the end of the visualization of a given walk, this view bears a resemblance to paw prints left in the snow.

Since the visualization does not offer confident and reliable distinction between the paws, a paw detection mechanism was implemented. That mechanism serves as the groundwork for the later computation of the different features extracted from the data.
Figure 4.2: Local view with added individual paw enlargements
Figure 4.3: Local view embedded in global view. Total view as a layered combination of multiple global views over time
4.2.2 Paw Detection

The main goal of the paw detection is to determine for each walk which paw currently touches the mat, and therefore is represented by the pressure data. This precise distinction is essential for the feature creation, as most features are premised on the progression and behavior of each paw individually during the course of measuring. Confusion or mixing up of the paws has direct and adverse effects on the computation and extraction of the features. For example, an incorrectly detected paw leads to data suggesting that the tested dog either avoids using the (wrongfully) not detected paw or utilizes a constrained walking sequence, which both could potentially be distinct indicators for a musculoskeletal injury. Thus, three approaches for the paw detection were tested, with the combined approach proving most advantageous and resilient to errors.

The assumption for all approaches is that each dog which is measured, loads all its four legs. This means that during every gait cycle, each paw is obliged to have touched the mat, no matter how slight the ground contact might have been. This way, heavily limping dogs and their data still can be analyzed as long as no paw is kept airborne throughout the course of one gait cycle.

All paw detection approaches are based on the same data input for the raw matrix data. With the first paw detection approach, the strategy was to identify the paws at any given moment without consideration of preceding paw detection results or estimations. The mechanics were based solely on the relative position of the paws to each other and the presumed sequence, which served as an indicator which paw is most likely to be lowered next. The idea of using relative paw placement positions originated from the fact that the data set consists of a slower measurement (‘walk’) and a faster one (‘trot’) which technically are defined gait types in horse dressage or dog agility [56, 57] but were not strictly followed during data gathering. Without that regard of gait definition of walk and trot, the relative position detection showed a higher error rate and produced inconsistent results for the paw detection.

Therefore, in combination with the above-mentioned assumption, a simplified approach was implemented where the relative position of paws to each other were omitted, and only the paw sequence over time is considered. To further enhance stability, the paw steps were alphabetically encoded, from A through D, by their occurrence in the sequence, independently of their actual function in the movement apparatus. Hence, no additional information about the paws is known, except that paw labeled B always follows step after paw labeled A was set, C follows B et cetera until A follows D and the cycle is repeated. The problem with that approach is that the order of the labels does not always match the actual order of the paws. For instance, labels C and D follow after B, but when the dog places its next two paws simultaneously, it is not clear, which of these two paws was in an earlier gait cycle assigned which label. This problem becomes even
more evident when a previous paw labeled with D contacts the mat earlier than a paw previously labeled C. With that approach, small variances in time of placement can have a significant impact on the paw detection quality. Moreover, different walks measured also do not always start off the measurement with the same paw. As a result, each paw detection begins the labeling with label A, but across multiple dogs, label A does not correspond to the same paw, preventing meaningful comparison.

The third paw detection approach employed a distinct methodology for identifying the paws. In this approach, the paws are simply designated as either front or back paw. Subsequently, the extracted features are calculated as an average value for both paws in each pair of limbs. To determine whether a paw is front or back, both the time and position of each paw step are compared to preceding and subsequent paw steps. The underlying assumption is that hind paws do not extend beyond front paws during relatively slow gaits such as trot or walk [57]. Consequently, only a front paw can be overtaken by another front paw, but itself overtakes one or both hind paws during a step cycle. All paw steps that, in comparison to paws being planted directly before or after, overtake more paws than they are overtaken are then labelled as front paws. In contrast, the reverse is true for hind paws. Following manual validation, this approach was found to be more reliable than the other strategies in the majority of cases. Measurements in which the difference in step quantity between front and back pairs exceeded two were discarded.

A comparison of the different approaches in terms of their accuracy revealed that the third approach was the most accurate. Since the data were not labeled during acquisition, the verification of the paw detection was done manually with the visualization of the data. Following the paw detection throughout the entire walk and the assignment of paw labels to the data, the next step is the extraction of potentially relevant features that could be used as indicators for irregular or unhealthy walking patterns.

### 4.2.3 Features

Besides the paw detection which attributes the pressure data to one of the pair of paws, for each dog some additional properties are collected during the measurement, of which some are also used in the further analysis as features themselves. These include weight, height, length, age, sex, and neutering status. A categorized display of the total extracted features and their respective unit or scope can be seen in Table 4.1. In the following, a concise explanation of each feature and its calculation will be given. Beforehand, it is important to mention that each feature is calculated individually per pair of paws, forming an average value for that pair based on the features calculated from the measurements throughout the assessment. For every feature which is calculated by averaging multiple
values from multiple steps, the standard deviation is also determined and used as an individual feature.

**Spatial**

Step length is the distance, measured in meters \([m]\), between two consecutive steps of a pair of paws. The spatial distance between two steps of a pair of paws is calculated based on their respective global positions, given by the pressure sensor cell positions, and then converted using a conversion factor that transforms cell size to centimeters. The area of contact, expressed in square centimeters \([cm^2]\), represents the average surface area occupied by a paw from its initial placement to its lifting. This measurement reflects the extent of placement distribution and pressure exertion during each step. Additionally, pace, measured in kilometers per hour \([km/h]\), is the speed of movement of the dog. It is calculated by dividing the total distance covered, usually spanning the entire measurement mat, by the duration of the measurement.

**Time**

Ground contact duration, also measured in seconds \([s]\), reflects the stance phase of the movement. Additional measures taken are the peak slope ascend and peak slope descend, denoted in Newtons per square centimeter per second \([N/cm^2s]\). These metrics describe the rate of pressure change from the moment a paw first touches the mat until it reaches its maximum force (ascend) and from the peak until the paw lifts off (descend). Both metrics are calculated by dividing the peak pressure value by the duration spent on the ground before or after the peak, revealing the pressure dynamics of the ascent and descent phases. Another value which was measured is the impulse (in Newton-seconds \([Ns]\)) the paws showed during measurement. The impulse is calculated by multiplying the exerted force on the mat over the duration of the application of that force.
Pressure

The peak pressure, measured in Newtons per square centimeter \([N/cm^2]\), represents the maximal pressure exerted by the paw during a step. This metric serves as a key indicator of weight distribution and limb loading dynamics and is typically observed around the midpoint of the contact time in healthy canines [38]. In order to provide insights into the paw’s overall loading behavior, the average pressure, expressed in Newton per square centimeter \([N/cm^2]\), offers an overview of the pressure distribution throughout the entire step. Additionally, the vertical force in Newton \([N]\) is also determined. It is calculated by multiplying the pressure by the area.

Physical attributes

In this section, data distribution across the dogs is stated by the mean average and the standard deviation, as well as the range from minimum to maximum value. The data set consists of dogs averaging 5.93 ± 3.61 years ranging from 1 to a maximum of 14 years, with a median of 5 years. Of the 785 data points, 538 (68.5%) are diagnosed as ill. The weight ranges from 2.2 to 71 kg with an average of 19.18 ± 13.05 kg. On average, the dogs have a back length of 49.20 ± 11.88 cm ranging from 18 to 74 cm. The average withers height has an average value of 47.34 ± 13.80 cm spanning from 23 to 71 cm.
5 Evaluation

This chapter will evaluate the proposed approach both from a performance and a quality perspective.

5.1 Experiments

In this section, the used algorithms and experimental methodology is explained in depth. The data basis of the conducted experiments was the created data set described in Section 4.2.

5.1.1 Preprocessing

In this step, the examination data of the dogs provided by TiHo was prepared for processing. Categorical values, such as medical diagnosis (ill or healthy) and neutering status, were converted to a binary scale without consideration of the specific kind of diagnosis or illness. In order to ensure that the most significant variables were included in the analysis, the relevant features were extracted. Missing values within the dataset were addressed using a simple imputation strategy. This involved replacing each missing value with the median value of the corresponding feature, thus maintaining data integrity and continuity. Random features were added to the data set, which are supposed to be completely irrelevant to the target variable. In this way, it can be determined how well the GA using the classifiers can detect irrelevant features and ignore them for the minimal feature subset. All features were standardized using scikit-learn’s ‘StandardScaler’ function, which subtracts the mean and scales to unit variance. The rationale for this approach is that classifiers such as k-Nearest Neighbors, which employ distance measures for prediction, require standardized data input [17].
5 Evaluation

5.1.2 Algorithms

Three machine learning classification algorithms were chosen for the experiments: Logistic Regression (LR), k-Nearest Neighbors (KNN), and Support Vector Machine (SVC). The LR classifier models the probability of a binary outcome based on one or more predictor variables. It fits a logistic function to the data, which predicts the probability of the target variable belonging to a particular class. KNN classifiers predict unseen data based on a majority vote of its $k$ nearest neighboring data samples learned from the training set. SVC tries to find the optimal hyperplane to separate different classes in the feature space. If data are not linearly separable in the original feature space, it achieves this by transforming the input data into a higher-dimensional space using kernel functions, enabling the separation of classes. For each of the classifiers, the hyperparameters were tuned as described in 5.1.3.

The ‘sklearn-genetic-opt’ library was employed to integrate the feature selection process with the genetic algorithm. This library is specifically designed to utilize GAs for optimization and feature selection, making it effective in searching complex solution spaces to identify (near) optimal subsets of features. The integration of feature selection within the GA framework ensures that the chosen subsets enhance the classifier’s predictive performance while reducing the number of features. Thereby, addressing the multi-objective problem of maximizing model effectiveness while minimizing feature count. The library allows for the configuration of parameters and probabilities for genetic operators, enabling the fine-tuning of the algorithm to balance exploration and exploitation. The incorporation of fundamental genetic operators, including selection, crossover, and mutation, ensures a robust evolutionary process, which is crucial for the discovery of optimal solutions. Furthermore, the seamless integration with the ‘scikit-learn’ ecosystem facilitates the utilization of a wide range of classifiers. The compatibility with scikit-learn pipelines further enhances this by allowing the incorporation of preprocessing, feature selection, and model training into a single workflow. A major advantage of ‘sklearn-genetic-opt’ is its support for cross-validation, which is especially valuable for small datasets like the one at hand. The use of cross-validation with the F1 score as the performance metric ensures a more reliable assessment of model performance, avoiding the pitfalls of a limited data split.

5.1.3 Hyperparameter tuning

The procedures described are identical for all three classifiers, with the sole exception of the possible hyperparameters and their respective ranges of values. The dataset was divided into three distinct subsets, i.e., a training set, a validation set, and a test set. The
hyperparameters of each classifier were optimized using stratified five-fold cross-validation (CV) of the validation set to ensure an equal distribution of classes across both sets. The average F1 score of five runs was used as a metric to identify the optimal parameters identified by 'RandomizedSearchCV' with $10^4$ iterations. Random search was selected due to limited computational resources and its higher efficiency and superiority compared to grid search as suggested in [58]. The hyperparameter search spaces for each classifier are detailed in Table 5.1. A log-uniform distribution was used for the C penalty of LR and SVC. That is, to ensure that a wide range of values was considered, while maintaining a focus on smaller values, since metric values are likely to differ more between smaller values than between higher values [59].

When tuning hyperparameters for machine learning algorithms, certain combinations may not be feasible due to inherent constraints of the models. For example, in an SVC, using a polynomial kernel requires specifying the degree of the polynomial, but this hyperparameter is irrelevant and should not be set if a linear kernel is chosen. Similarly, for an SVC, the kernel coefficient 'gamma' is critical for RBF, polynomial, and sigmoid kernels, but it has no effect when a linear kernel is used. In the LR classifier, combining an 'L2' penalty with the 'liblinear' solver is a valid approach, but using an 'elasticnet' penalty is only compatible with the 'saga' solver. During the hyperparameter tuning process, all hyperparameter combinations deemed infeasible were omitted from the evaluation process. The determined optimal hyperparameters can be found in Table 5.1 in the 'Best' column. The previously mentioned parameters are referenced in this thesis when discussing tuned classifiers.

### 5.1.4 Feature Selection

In order to select the most relevant features for the classifier, a GA was employed. The objective was to reduce the size of the feature subset and to simultaneously maximize the F1 score of the classifier. The initial population was generated randomly to ensure an unbiased starting point. A tournament selection process with five chromosomes was employed to select individuals for reproduction while balancing exploration and exploitation. In order to ensure that the most optimal solutions were retained, an elitism strategy was implemented. The genetic operators included uniform crossover with a probability of $p = 0.7$ to mix parent solutions more evenly and uniform bit flip mutation with a probability of $p = 1/n$, where $n$ is the total number of features, which for this data set was equal to 51. The probability based on the number of features was found to be a suitable fit in numerous problems [14]. Moreover, the population size was 200, and the number of generations was 50. The GA is employed as a wrapper method to identify the minimal sufficient feature
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Hyperparameter</th>
<th>Type</th>
<th>Lower</th>
<th>Upper</th>
<th>Transform</th>
<th>Choice</th>
<th>Best</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>solver</td>
<td>discrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>'newton-cg', 'lbfgs', 'liblinear', 'sag', 'saga'</td>
<td>'saga'</td>
<td>'lbfgs'</td>
</tr>
<tr>
<td></td>
<td>L1_ratio</td>
<td>numeric</td>
<td>0</td>
<td>1</td>
<td>-</td>
<td>0.93</td>
<td>'none'</td>
<td></td>
</tr>
<tr>
<td></td>
<td>penalty</td>
<td>discrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>'L1', 'L2', 'elasticnet'</td>
<td>'elasticnet'</td>
<td>'L2'</td>
</tr>
<tr>
<td></td>
<td>C value</td>
<td>numeric</td>
<td>-4</td>
<td>4</td>
<td>$10^x$</td>
<td>2.282</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>KNN</td>
<td>metric</td>
<td>discrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>'euclidean', 'manhattan', 'minkowski'</td>
<td>'minkowski'</td>
<td></td>
</tr>
<tr>
<td></td>
<td>n_neighbors</td>
<td>integer</td>
<td>1</td>
<td>100</td>
<td>-</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>weights</td>
<td>discrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>'uniform', 'distance'</td>
<td>'distance'</td>
<td>'uniform'</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>discrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>[1,2]</td>
<td>1.623</td>
<td>2</td>
</tr>
<tr>
<td>SVC</td>
<td>kernel</td>
<td>discrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>'linear', 'poly', 'rbf', 'sigmoid'</td>
<td>'rbf'</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C value</td>
<td>numeric</td>
<td>-4</td>
<td>4</td>
<td>$10^x$</td>
<td>356.713</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>gamma</td>
<td>numeric</td>
<td>-4</td>
<td>4</td>
<td>$10^x$</td>
<td>0.186</td>
<td>'scale'</td>
<td></td>
</tr>
<tr>
<td></td>
<td>degree</td>
<td>integer</td>
<td>1</td>
<td>10</td>
<td>-</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.1:** Hyperparameter search spaces of the classifiers. The optimal results are presented after applying the transform function, if applicable. Default parameters are given as of scikit-learn version 1.4.2.
subset while simultaneously optimizing the classifier’s performance. Each chromosome in the GA is of the same length as the total feature subset, with each bit encoding a feature occurrence in binary. A value of 0 indicates that the feature in question is not considered in this particular solution instance, whereas a value of 1 indicates that the feature is included in the subset. Subsequently, the binary string of an individual is translated to a set of features, which utilizes only these features to retrain the classifier. As the fitness, the mean F1 score of stratified 5-fold cross-validation on the training set is employed. Upon reaching the termination criteria, which is the maximum number of generations reached, the feature subset of the overall fittest solution is employed to identify the most relevant features selected by the classifier. Three classifiers were employed, each with two variations: with default and tuned hyperparameters. Each variation of the classifiers was run 31 times within the GA to provide statistically more significant results.

5.2 Results

The results of the experiments are presented in this section. Firstly, the results regarding the predictive performance of three different classifiers, namely Logistic Regression, k-Nearest Neighbor, and Support Vector Classifier, are presented and examined. Secondly, this section covers the results regarding the research question what conclusions about the orthopedic health of canines can be drawn from the extracted features and specifically which features are considered to be most relevant to the prediction process.

Figure 5.1 shows the average fitness evolution of the GA using the default and tuned classifiers with feature selection. As a baseline comparison, the constant fitness of a naive classifier (NC) is plotted as well. The NC always predicts the majority class of the training sample. As the initial subsets chosen by the GA are generated randomly, the fitness of every classifier variation of the first generation is greater than compared to that of the naive classifier. Of the three proposed classifiers, the LR classifier performs with the least fitness regardless of which hyperparameters, default or tuned, are used (F1-score approximately 0.88). The evolutions of the fitness are almost identical for both variations of the LR classifier, as the graphs are mostly overlapping, with a slightly superior fitness in the default variant. Both LR classifier fitness plots show the lowest fitness increase after GA termination, with improvements of 5.83% and 5.96%, respectively. On the contrary, the tuned variations of the KNN and SVC classifiers show major improvements compared to their default counterparts. Looking at the absolute fitness, both KNN and SVC reach an F1-score of about 0.98. While the tuned KNN classifier increases the fitness on average
by about 11.7% to an F1-score of 0.98, the default version does so by about 12.2%, albeit while reaching a lesser absolute fitness (F1: 0.92). The highest relative increase in fitness and absolute scoring is achieved by the tuned SVC (16.11%), scoring on average 0.982 as the final fitness score. With regard to the research question of identifying which classifier is optimal in predicting ill dogs based on their gait data, it can be said that both KNN and SVC show comparable results and tend to generalize the training data sufficiently to correctly predict on new and unseen data. The LR classifier appears to have difficulties generalizing the data, yet it still has a higher accuracy than the NC.

The findings derived from the fitness evolution are also in line with Table 5.2 in which the mean final performance evaluations on the test set for each classifier can be seen. Both the accuracy and the F1-score are listed for each classifier using either the default or the optimized hyperparameters. Since the NC does not have any parameters, the scores for both default and tuned variation are identical. The performance of the NC is used as a baseline comparison as well. The metrics are based on the performance of the overall fittest chromosome of an individual run of the GA, predicting the target variable on the test set. When using only default parameters, all three classifiers, especially the SVC, show F1-score performances comparable to that of the NC. Both the default LR and KNN are performing best out of the default classifiers, with an F1-score of approximately 0.88 and an accuracy of 0.821 and 0.833, respectively. This changes when using tuned hyperparameters, as the LR classifier has a significantly lower predictive performance compared to KNN and SVC for both of the metrics. The LR classifier stagnates at about the same level regardless of which parameters are set. Both KNN and SVC show a significant increase when tuned, reaching F1-scores of about 0.975 and 0.968, respectively, and similar accuracy scores. This shows the generalization capabilities on unseen data and the fact that both classifiers are as capable of identifying an ill dog, albeit that the KNN is slightly superior.

These evaluation metrics taken from the prediction performance on the test set shows that KNN and SVC are most optimal alike out of the proposed classifiers in detecting unsound canines. Furthermore, it can be seen that, except for the LR classifier, the hyperparameter optimization can have a great impact on the classifier performance. This is most evident for the SVC, as both variations start off in Figure 5.1 at about the same fitness score on average, but the tuned SVC shows much greater improvement over multiple generations. While the LR classifier improves over the run of the GA, it still has a lower performance than the untuned versions of the other classifiers. However, it should be noted that all proposed classifiers are better than the NC comparison baseline, showing that the data set provides data to differentiate between dogs with and without a medical condition.

In order to address which conclusions can be drawn about the orthopedic health of ca-
Figure 5.1: Mean fitness evolution of the GA for default and tuned classifiers with feature selection. The performance of the naive classifier plotted as baseline.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Default</th>
<th>Tuned</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc</td>
<td>F1</td>
</tr>
<tr>
<td>NC</td>
<td>0.679</td>
<td>0.809</td>
</tr>
<tr>
<td>LR</td>
<td>0.821</td>
<td>0.876</td>
</tr>
<tr>
<td>KNN</td>
<td>0.833</td>
<td>0.88</td>
</tr>
<tr>
<td>SVC</td>
<td>0.746</td>
<td>0.832</td>
</tr>
</tbody>
</table>

Table 5.2: Mean performances on the test set of default and tuned classifiers when using the best found feature subset of a single run of the GA.
nines from the extracted features, and specifically which features are considered to be most relevant, Table 5.3 is referred to. The table shows the relative occurrences of features per classifier and the average occurrences across all three classifiers. Features which were not part of the best found subset of a particular classifier at least once are not included in the list for that specific classifier. Random features are highlighted, as they are used as a quality measure of the feature subset selection process. The order of the features represents the frequency of occurrence for a feature selected by the tuned classifiers. Consequently, the higher a feature is listed, the more frequently that feature was part of the final best-found feature subset of the tuned classifier. Moreover, for each classifier, the features and their respective relative occurrences are listed as chosen by the default variation. The used abbreviation suffixes _F and _B characterize whether that particular feature describe the front (_F) or back (_B) paws, respectively. The std_ prefix denominates the standard deviation of that particular feature. A comprehensive overview of the abbreviations used in the feature names can be found in the associated caption of the table.

When analyzing the list of chosen features individually per classifier, it becomes apparent that the LR classifier chose all ten random features at least twice. The most frequently chosen random feature was selected in 58.06% of the runs. Overall, the random features are ranked across a much broader range of the list compared to the other two classifiers. As the random features were included as a quality and reliability measure, at least all features ranking lower than the best ranking random feature (random_8) are ignored in the further analysis. The features ranking higher seem to some extent to be coherent with the findings of the other classifiers and related works mentioned in Chapter 3. For example, with BCS, sex, weight, and age, four of the features from the ‘Physical attributes’ category seen in Table 4.1 are present. This is also in line with the other classifiers, as these features are the most frequently chosen ones on average. Moreover, for the LR classifier, both paw area and impulses features are amongst the top ranking features. These variables are found to be effective in identifying lame limbs, as stated by [28, 42]. On the contrary, both vertical force features rank lower than two random features, although the above studies consider these to be reliable as well.

The tuned KNN classifier chose four random features at least once, but it is noteworthy that three out of these were chosen only a single time. Meaning that the KNN in few cases might be considering unnecessary noise to predict the target variable, but does so rarely. In contrast, the default KNN classifier selected only two of these random features at least once while still having a lower predictive performance, as demonstrated in Figure 5.1 and Table 5.2. When evaluating the most often selected features for the tuned KNN classifier, most of the features from the ‘Physical attributes’ category are ranked as the most relevant features as well. While the KNN classifier assigns relatively high rankings
Table 5.3: Relative feature occurrences of default and tuned classifiers; grouped by classifier and sorted by occurrence of feature. asc:ascend, avg:average, _B:back paws, BCS:body condition score, des:descend, dur:duration, _F:front paws, pres:pressure, std:standard deviation, vert:vertical.
to the features *paw area*, *impulses*, and *average pressure*, these are selected significantly less frequently (ranging from 48.39-74.19%) than the previously mentioned highest-ranked features. It is somewhat surprising that the highest occurrence of a non-physical attribute is only at 74.19% (*front paw area*), as the machine learning algorithm has no possibility of determining whether a dog’s gait is skewed if no gait feature is taken into consideration. If the classifier were to employ only physical attributes for prediction, then the algorithm would generalize the underlying training data to recognize body shapes and dimensions of ill dogs, rather than their specific gait attributes.

The tuned SVC is the only classifier that did not select a random feature once. Moreover, it has the lowest total number of distinct features selected (33) and the highest number of features selected in each iteration of the GA (6). These include *age*, *BCS*, *body length*, *front paw area*, *sex*, and *weight*. With that, five out of six features from the 'Physical attributes' category seen in Table 4.1 are present. It should be noted that *height* is not once part of the feature subset for any of the tuned classifiers, meaning that it can be considered irrelevant with regard to the target prediction. Of the 33 total features the tuned SVC chose at least once, 10 have a frequency of more than 90%. In addition to the physical attributes of the canine, two features are derived from the gait data for each pair of limbs. Only the *paw area* ranks that high for both pair of limbs, emphasizing the importance of that feature. The features for the standard deviation of the *back limb average pressure* and *front contact duration* are the only standard deviation-features amongst the features which are chosen in more than 90% of the runs. Especially the tuned KNN shows no high ranking of the standard deviation features, as the highest relative occurrence is 48.39% for the *front impulses*.

In total, only *BCS* and *weight* are selected in every feature subset. This is plausible given that both are chosen as they are closely related and influence each other. Across all three classifiers, the majority of the physical attributes are ranking highest. This could be interpreted as a form of normalization of the gait data between different sized canines as the physical attributes give insight into the normalized body dimensions when accounting for factors like weight, size, or length as suggested by some studies [33, 36, 37]. However, every classifier employed, regardless of the hyperparameters utilized, showed improvements in fitness over multiple generations of feature selection. When optimizing the hyperparameters, the maximum fitness and therefore quality of solution produced superior results, except for the LR classifier. The final performance evaluation showed no significant difference in F1-scores or accuracy between KNN and SVC, implying their equality in predicting ill canines.
5.3 Limitations

This thesis provides insights into the use of genetic algorithms for feature selection in gait analysis. However, it is important to acknowledge some limitations. Firstly, a limited set of three classifiers is employed. These classifiers include Logistic Regression, k-Nearest Neighbor, and Support Vector Classifier. Hence, it can be suggested that a broader range of classifiers could be evaluated to potentially improve the accuracy and robustness of the results and provide a more diverse insight into classifier prediction performances. Secondly, the analysis combines data from both paws at the front or at the back, respectively, which might obscure differences specific to each paw individually. Thirdly, the dataset itself is limited in size, which could affect the generalizability of the findings, especially for unseen breeds, diseases, or gait patterns.

Furthermore, this thesis does not differentiate between various illnesses, treating all instances homogeneously, which may result in the overlooking of specific patterns associated with different conditions. The absence of inclusion of video data and multiple angles might limit the depth of the analysis, as visual information could provide additional insights into gait abnormalities. Finally, the data used in this thesis had to be filtered and preprocessed due to the lack of a clear data acquisition process and standardized guidelines for gait measurements, leading to an even smaller data set. In future research, it would be beneficial to address these limitations in order to enhance the validity and applicability of the findings.
All three proposed classifiers demonstrated superior performance to a naive classifier implementation, which predicts only the majority class. While the LR classifier showed some improvement after applying feature selection, the tuned hyperparameters could not increase performance significantly. In contrast, both KNN and SVC achieved maximum performance on the test set with accuracy and F1-score values of approximately 0.96 and 0.97, respectively. This suggests that both classifiers are suitable in canine gait analysis with the features extracted from the given data set. For the default variations of the classifiers, KNN showed better performance in predicting the target value and increased its performance with feature selection more. When taking also the selected feature subsets into account, the SVC seems to be superior and more robust, as the tuned version disregarded all random features. Given that the LR classifier selected all random features at least once, the feature occurrences of that classifier have to be interpreted with caution, as some random features were chosen in more than 40% of the runs, suggesting an imprecise or even unreliable feature selection process. The KNN classifier selected some random features rarely, yet the overall predictive performance did not differ greatly from that of the tuned SVC. Contrary to some studies covered in Subsection 2.1.2, the vertical force feature was chosen in less than 70% of the runs, revealing a lesser significance than previously expected. While the performances of both tuned KNN and SVC are very much comparable, differences in feature selection are identifiable. Firstly, the KNN classifier selected four random features at least once in the feature subset, while the SVC discarded all of them. This indicates that the SVC is more robust in filtering noisy features from the data, resulting in a more compact feature subset. Secondly, the SVC selected in total more features in every single run of the GA (6) as compared to the KNN classifier (4). When comparing features which are selected at least 90% of the time, the difference is even bigger (KNN: 5, SVC: 10). In other words, the SVC chooses the same features more reliably based on the feature selection than the KNN. The latter has a bigger variance in different features chosen, impeding the selection of the most relevant features in total.

With regard to the research question, which of the proposed classifiers exhibits the highest predictive performance, both KNN and SVC are significantly superior compared to the LR classifier, reaching F1-scores of about 0.98 and 0.97, respectively. When taking into consideration the occurrences of selected features in order to generalize the data, the SVC
seems to be more robust against noisy data.

As to the second research question, which features are deemed most relevant for predicting orthopedic diseases, the most selected features in the experiments conducted are predominantly of the 'Physical attributes' category, including weight, BCS, age, sex, and length. Other features selected most frequently, especially by the two best performing classifiers, are paw area, average pressure and their standard deviation as well as the impulse. These features are also consistent with related works on canine gait analysis, as particularly paw area and the impulse are mentioned in multiple studies as reliable features in detecting abnormal gait patterns.

In the following, several possibilities for future research are suggested to enhance the understanding of canine gait analysis through machine learning methods. A crucial first step would be to gather more data from a larger group of dogs. This would help mitigate the limitations of the current limited dataset and enhance the generalizability of the results. Future studies should focus on differentiating between various illnesses or breeds of dogs, with a specific aim to enhance the prediction accuracy for specific orthopedic diseases. By improving the recognition performance associated with particular conditions, it could potentially assist veterinarians in medical examinations. Another promising direction for future work is to conduct experimental studies to validate the algorithm’s performance in real-world settings. This could involve applying the best-found features from this thesis to evaluate unseen dogs and assess whether the model can accurately detect illnesses or possibly even the affected limb. Experiments like these would provide critical insights into the practical utility of the proposed methods and their effectiveness in real-world use cases. Additionally, integrating video data and joint angles or joint movement in the analysis could further enhance accuracy of the models, offering a more comprehensive understanding of gait abnormalities. Furthermore, instead of using a binary outcome for lameness detection, future research could develop a more nuanced approach by measuring the severity of lameness on a spectrum. This would provide more detailed information about the extent of gait issues, allowing for a more nuanced examination decision and aid veterinarians in their decision process. Overall, these proposed future work suggestions aim to expand the current applicability and ultimately create more reliable tools for veterinary applications.
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